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Abstract. We describe a proof of M.T. Anderson’s result [1] on the rigidity of

complete stationary initial data for the Einstein vacuum equations in spacetime
dimension 3 + 1, under an extra assumption on the norm of the stationary

Killing vector field. The argument only involves basic comparison geometry

along with some Bochner-Weitzenböck formula techniques. We also discuss on
the possibility to extend these techniques to higher dimensions.

1. Introduction

In General Relativity, it is a natural task to try and classify spacetime solutions
of the Einstein equations under geometric requirements. Many basic questions are
still wide open, even in the case of the vacuum Einstein equations where the Ricci
curvature tensor of the spacetime metric vanishes. However, significant progress
has been done in particular cases, typically in presence of isometries. Among the
simplest examples comes the study of spherically symmetric, Ricci-flat spacetimes
in dimension 3 + 1. The Birkhoff theorem asserts that such spacetimes are locally
isometric to one of the maximally extended Schwarzschild spacetimes[15].

In this note, we restrict our attention to the class of spacetimes that are invari-
ant under isometries in the time-direction. More precisely, we are interested here in
spacetimes (N , γ), solutions of the Einstein equations, in the special case of vanish-
ing energy-momentum tensor and cosmological constant (hence Ricci-flat), which
admit a timelike Killing vector field ξ. In order to avoid pathologies, we moreover
assume that the orbits of this vector field are diffeomorphic to R, and that no closed
timelike curves occur in the spacetime. Such spacetimes are called stationary ; they
are of considerable interest in General Relativity since they are expected to describe
the final state of the gravitational collapse of a star into a black hole. We refer the
interested reader to [16] for a survey on stationary spacetimes.

A simple, but fundamental class of such spacetimes is the class of static space-
times. These are stationary spacetimes (N , γ) such that the orthogonal distribution
with respect to the Killing vector field ξ is integrable. An equivalent formulation is
to say that (N , γ) takes the form of a warped product

R×uM := (R×M , −u2dt2 + g) ,

where M is a spacelike hypersurface of N whose induced metric is the Riemannian
metric g and u is a smooth, positive function on M . The fact that R ×u M is a
Ricci-flat spacetime is equivalent to the fact that the data (M, g, u) satisfies the
following conditions:

Hessg u = ug
∆gu = 0 .

(1)

One also says that this static spacetime is vacuum, which refers to the fact that the
energy momentum tensor of general relativity is chosen to be zero.
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The problem of classifying static vacuum spacetimes is therefore expressed as the
problem of finding all positive solutions (g, u) of the above system. Fundamental
examples of such static spacetimes are the Schwarzschild spacetimes. They have
the expression

g =

(
1− 2m

rn−2

)−1
dr2 + r2σSn−1 , u =

(
1− 2m

rn−2

)1/2

on the manifold M =
(
(2m)1/(n−2),+∞

)
× Sn−1, where m ∈ R is a parameter

called the mass. Some rigidity statements hold in spacetime dimension n+ 1 = 4.
For instance, Bunting and Masood-Ul-Alam were able to prove that Schwarzschild
spacetimes are the only static vacuum ones which have the further property to be
asymptotically flat [4].

In the more general setting of stationary vacuum spacetimes, the classification
in dimension 3+1 of the asymptotically flat ones and the uniqueness of Kerr space-
times has been a major problem of mathematical relativity for the last decades. We
will not develop further on this question and refer the reader to [11] and references
therein. In both cases, the spacetimes considered here may exhibit a black hole
region and, as for the Schwarzschild and Kerr examples, may fail to be geodesically
complete.

Instead, we focus here on stationary vacuum spacetimes which are moreover
complete. The first rigidity result in this setting comes from Lichnerowicz [18],
under the further assumptions that the spacetimes considered are 3+1 dimensional
and asymptotically flat. He obtains that only the Minkowski spacetime R3,1 fulfills
these properties (see also Einstein and Pauli [12]).

Much more recently, Anderson [1] proved the corresponding result without the
asymptotic flatness assumption.

Theorem 1.1 (Anderson, 2000). Let (N , γ) be a 4-dimensional complete stationary
vacuum spacetime. Then (N , γ) is isometric to (R ×M,−dt2 + g), for some flat
complete Riemannian manifold (M, g).

The proof of this result in [1] uses the full power of Cheeger-Fukaya-Gromov
collapsing theory, with refinements specific to dimension three, which makes it far
from elementary.

However, Case [6] (and subsequently Catino [7]) recently came back to the static
vacuum setting and proved that all complete static vacuum n+1-dimensional space-
times (N , γ) take the form of a product (R × M,−dt2 + g), where (M, g) is a
complete Ricci-flat n-dimensional Riemannian manifold. Their techniques are less
sophisticated, relying on the Bochner formula, as well as comparison arguments à
la Bakry-Émery.

In this paper, we will see how the same kind of techniques (and indeed without

Bakry-Émery) can be adapted to provide a proof of rigidity in the stationary case,
Theorem 2.2, in dimension n+1 = 4 and under a suitable completeness assumption
(instead of requiring the space-time to be complete, we assume a natural metric on
the orbit space is complete). The point is, even though our proof does not reach
the full generality of Anderson’s, it remains quite elementary. Note also that the
stationary case is a bit more challenging than the static case, for the contribution
of the non-trivial connection on the line bundle induces a contribution to the Ricci
curvature which turns out to have a bad sign. This technicality is overcome by
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a conformal trick in dimension 3+1. In higher dimension, one can derive similar
formulas for stationary initial data but they are harder to control. We discuss them
at the end of the paper.

2. The setting, in dimension 3+1

Definitions of stationary spacetimes existing in literature can vary depending on
the authors and the context, although all of them assume the existence of a timelike
Killing vector field 1. We adopt the following definition in our work (compare with
[1] and [10, Chap. XIV]).

Definition 2.1. A (n + 1)-dimensional spacetime (N , γ) is called stationary if it
has no closed timelike curves and if there exists a timelike Killing vector field ξ on
N whose orbits are complete.

As mentioned in [14], the chronological assumption, corresponding to the non-
existence of closed timelike curves, together with the orbit completeness prevent
pathologies of the space of orbits. 2 In fact, a stationary spacetime (N , γ) in the
sense of the above definition can be seen as a principal R-bundle over the space of
orbits M which is a smooth manifold diffeomorphic to any spacelike hypersurface
of N (see Geroch [13]).

We will now see how one can characterize initial data corresponding to stationary
vacuum spacetimes. From the definition, a stationary spacetime is a R-principal
bundle over a smooth base M :

π : N −→M.

The fibers π−1({p}), diffeomorphic to R, are the orbits of the timelike Killing
vector field ξ, generator of the R action. The orthogonal distribution determines
a connection one-form θ, ξ-invariant and with θ(ξ) = 1. The positive function u
defined by

u2 = −γ(ξ, ξ)

is of course constant along the fibers, so we can think of it as a function on the base
M . The spacetime metric then takes the form

γ = −u2θ ⊗ θ + π∗g , (2)

where g is the induced metric on the quotient space M . We also denote by Ω := dθ
the corresponding curvature 2-form on N . In dimension n + 1 = 4, we also define
the twist 1-form as:

ω := −1

2
u3 ∗g Ω ,

where ∗g is the Hodge star operator associated with g.
We are interested here in the 3+1-dimensional stationary spacetimes that more-

over satisfy the Einstein vacuum equations, namely

Ricγ = 0 . (3)

The field equations obtained from (3) on the data (g, u, ω) on M then take the form

1Note however that this is no longer exact in the context of asymptotically flat spacetimes

with a black hole region, where the Killing vector field is usually asked to be timelike only in the
asymptotic region, see e.g. [11]

2Without this assumption, an example of pathological spacetime is the 2-dimensional torus
equipped with the Minkowski metric −dx2 + dy2. The orbits of the timelike Killing vector field

ξ =
√

2 ∂x + ∂y are diffeomorphic to R, but the orbit space is not a smooth manifold.
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Ric = u−1 Hessu+ 2u−4(ω ⊗ ω − |ω|2g)
∆u = −2u−3|ω|2

divω = 3〈d log u, ω〉
dω = 0 ,

(4)

where all the quantities are computed with respect to the metric g. This system is
obtained as the particular case n = 3 of the computations performed in Section 4,
see also [10, pp. 455–456].

This note offers a proof of the following statement:

Theorem 2.2. Let (M3, g, u, ω) be a set of stationary vacuum initial data such
that the metric g = u2g is complete. Then u is a positive constant, ω = 0 and
(M, g) is flat.

An immediate consequence is the following.

Corollary 2.3. Let (M3, g, u, ω) be a set of stationary vacuum initial data such
that g is complete and u is bounded from below by a positive constant. Then u is a
positive constant, ω = 0 and (M, g) is flat.

3. The proof

In order to prove, Theorem 2.2, we use the so-called “harmonic representation” of
static and stationary spaces [1, 7] , which amounts to rewriting the set of equations
(4) with respect to the conformal metric g = u2g:

Ricg = 2d log u⊗ d log u+ 2u−4ω ⊗ ω
∆g log u = −2u−4|ω|2g

divg ω = 4〈d log u, ω〉g
dω = 0 .

(5)

We see in particular that the Ricci tensor of g is non-negative. From now on,
every notation and operator will refer to the metric g. We will use the Bochner
formula as follows: for a one-form α, one has

∆|α|2 = 2|∇α|2 + 2Ric(α, α) + 2〈α,∆Hα〉 , (6)

where ∆H is the Hodge-de Rham Laplacian on differential forms, ∆H = −(dd∗ +
d∗d) (our convention makes every Laplacian a nonpositive operator).

Lemma 3.1. The function v = log u and one-form η = 2u−2ω satisfy

∆
(
|dv|2 +

1

4
|η|2
)
≥ 4|dv|4 +

1

4
|η|4 + 2〈η, dv〉2 . (7)

Proof. We apply first the Bochner formula (6) to α = dv:

∆|dv|2 = 2|Hess v|2 + 2Ric(∇v,∇v) + 2〈∇v,∇∆v〉 .
Taking (5) into account yields

∆|dv|2 = 2|Hess v|2+4|dv|4+4u−4〈ω, dv〉2+16u−4|ω|2|dv|2−4u−4〈dv, d|ω|2〉 . (8)

Comparing with the static case [7], we need to tackle the last term. In view of this,
we use (5) to find ∆Hω = −dd∗ω = ddivω and then apply the Bochner formula
(6) to α = ω. This yields

∆|ω|2 = 8〈d〈ω, dv〉, ω〉+ 2|∇ω|2 + 4〈ω, dv〉2 + 4u−4|ω|4 . (9)
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Now, we compute

〈d〈ω, dv〉, ω〉 = Hess v(ω, ω) +∇ω(ω, dv)

= Hess v(ω, ω) +
1

2
〈dv, d|ω|2〉 ,

where the last equality is due to the fact that dω = 0, so that ∇ω is a symmetric
tensor. Inserting this into (9) yields

∆|ω|2 = 8 Hess v(ω, ω) + 4〈dv, d|ω|2〉+ 2|∇ω|2 + 4〈ω, dv〉2 + 4u−4|ω|4 . (10)

In order to rewrite (10) in terms of η, we first note the formula for the Laplacian
of a product:

∆|η|2 = 4u−4∆|ω|2 − 32u−4〈dv, d|ω|2〉+ 4|ω|2(−4u−4∆v + 16u−4|dv|2) ,

hence

∆|η|2 =

32u−4 Hess v(ω, ω)− 16u−4〈dv, d|ω|2〉+ 8u−4|∇ω|2

+ 16u−4〈ω, dv〉2 + 48u−8|ω|4 + 64u−4|dv|2|ω|2 .
Eventually, we find that for any parameter λ ≥ 0,

∆(|dv|2 + λ|η|2) =

2|Hess v|2 + 4|dv|4 + 4u−4(1 + 4λ)〈ω, dv〉2

+ 16u−4(1 + 4λ)|dv|2|ω|2 − 4u−4(1 + 4λ)〈dv, d|ω|2〉
+ 48λu−8|ω|4 + 8λu−4|∇ω|2 + 32λu−4 Hess v(ω, ω) .

(11)

Let us now replace ω by u2η/2:

∆(|dv|2 + λ|η|2) =

2|Hess v|2 + 4|dv|4 + (1 + 4λ)〈η, dv〉2 + 4(1 + 4λ)|dv|2|η|2

− u−4(1 + 4λ)〈dv, d(u4|η|2)〉+ 3λ|η|4 + 2λu−4|∇(u2η)|2

+ 8λHess v(η, η) .

(12)

To go one step further, we expand the term

d(u4|η|2) = 4u4|η|2dv + u4d|η|2

and the term

u−4|∇(u2η)|2 = |∇η|2 + 2〈dv, d|η|2〉+ 4|dv|2|η|2 ,
so as to obtain

∆(|dv|2 + λ|η|2) =

2|Hess v|2 + 4|dv|4 + (1 + 4λ)〈η, dv〉2 − 〈dv, d|η|2〉
+ λ

[
3|η|4 + 2|∇η|2 + 8|dv|2|η|2 + 8 Hess v(η, η)

]
.

(13)

Using the elementary lower bounds

Hess v(η, η) ≥ −a
2
|Hess v|2 − 1

2a
|η|4 ,

and

−〈dv, d|η|2〉 = −2∇η(∇v, η) ≥ − b
2
|∇η|2 − 1

2b
|dv2||η|2
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valid for any positive parameters a and b, we find the inequality

∆(|dv|2 + λ|η|2) ≥

2 (1− 2aλ) |Hess v|2 + 4|dv|4 + λ

(
3− 4

a

)
|η|4

+

(
8λ− 1

b

)
|dv|2|η|2 + (2λ− b) |∇η|2 + (1 + 4λ)〈η, dv〉2 .

The choices λ = 1/4, a = 2 and b = 1/2 reduce this into (7). �

Now, for any point p and scale R, owing to Ric ≥ 0, one can construct a smooth
cutoff function χR : M → [0, 1] which is identically 1 on BR(p), vanishes outside
B2R(p) and satisfies

|dχR|2

χR
≤ cR−2, |∆χR| ≤ cR−2,

for some universal constant c (cf. [9] or the scaled version of theorem 8.16 in [8]; we
indeed use the square of the cutoff function constructed there). We then consider
the function H defined by

H = χR

(
|dv|2 +

1

4
|η|2
)
,

We can compute ∆H through the identity

∆H = (∆χR)
(
|dv|2 +

1

4
|η|2
)

+ χR∆
(
|dv|2 +

1

4
|η|2
)

+ 2
〈
dχR, d

(
|dv|2 +

1

4
|η|2
)〉
.

In view of (7), at some point where χR > 0, we get

∆H ≥

(∆χR)χ−1R H + χR

[
4|dv|4 +

1

4
|η|4 + 2〈η, dv〉2

]
+ 2χ−1R 〈dχR, dH〉 − 2|dχR|2χ−2R H,

where

4|dv|4 +
1

4
|η|4 + 2〈η, dv〉2 ≥ 2

(
|dv|2 +

1

4
|η|2
)2

,

so that

∆H ≥ (∆χR)χ−1R H + 2χ−1R H2 + 2χ−1R 〈dχR, dH〉 − 2|dχR|2χ−2R H .

The compactly supported function H admits a maximum at some point p0 in M .
If H(p0) > 0 , we have at p0:

0 ≥ (∆χR)H + 2H2 − 2|dχR|2χ−1R H

and thus

H ≤ |dχR|2χ−1R −
1

2
∆χR ≤ 2cR−2.

In particular, for any R > 0, we get

sup
BR(p)

(
|dv|2 +

1

4
|η|2
)
≤ 2cR−2. (14)
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Letting R go to infinity, we find that dv and η vanish, so that u is constant, ω = 0,
g is Ricci-flat and therefore flat. �

Remark 3.2. Instead of relying on [9, 8], we could have used the so-called Calabi
trick [5], which is maybe more elementary but somehow less transparent.

Remark 3.3. Let us discuss briefly the case where the manifold M has a boundary
∂M and is such that the data (M, g, u, ω) is maximally stationary, in the sense that
the stationary data (M, g, u, ω) do not extend to stationary data (M ′, g′, u′, ω′)
with M  M ′, see the remark in [1] (bottom of page 2). Then the estimate (14),
written with respect to the metric g, holds for the largest radius R such that the
closure of the ball BR(p) in the interior of M is compact. One therefore obtains
the estimates

|dv| ≤ C

ρ(p)
, |η| ≤ C

ρ(p)
, |Ricg| ≤

C

ρ2(p)
,

where C is a universal constant and ρ(p) = distg(p, ∂M). The last estimate on the
g-norm of the Ricci tensor comes simply from (5).

4. Higher dimensional stationary data

In this section, we consider a principal R-bundle π : N →M over some smooth
manifold Mn, n ≥ 3, whose R action is generated by the vector field ξ. We endow
the total space N with the Lorentzian metric

γ = −u2θ2 + π∗g,

where u is a positive function on M and θ is a connection 1-form on M . So basically,
Lξθ = 0, θ(ξ) = 1 and u2 = −γ(ξ, ξ).

We let Ω = dθ be the curvature 2-form of the connection 1-form θ, and we
denote by ι.Ω the mapping X 7→ ιXΩ. In particular, given an orthonormal frame
{ei}i=1...n and the dual coframe {ei}i=1...n, one has

Ω =
∑

1≤i<j≤n

Ωije
i ∧ ej =

1

2

∑
i,j

Ωije
i ∧ ej ,

so that |ι.Ω|2 = 2|Ω|2 and (div Ω)(X) = −div(ιXΩ) for any vector field X.
The requirement that (N , γ) is a solution of the vacuum Einstein’s equations,

i.e. Ricci-flat, yields the following conditions on the data (M, g, u,Ω).

Proposition 4.1. The Lorentzian manifold (Nn+1, γ) determined by the data
(M, g, u,Ω) as above is Ricci-flat if and only if the following equations hold:

Ric = u−1 Hessu− 1
2u

2〈ι.Ω, ι.Ω〉
∆u = − 1

2u
3|Ω|2

div Ω = −3 ι∇ log uΩ
dΩ = 0 .

(15)

Proof. We use the formalism of semi-Riemannian submersions, cf. [2, Chap. 9] and
[19]. In particular, we denote W,X, Y, Z for horizontal vectors, whereas U := u−1ξ
is a unit vertical vector (in the sense that γ(U,U) = −1). We denote by D the Levi-
Civita connection with respect to the metric γ and by ∇ the one for the quotient
metric g. The brackets 〈., .〉 will refer to the metric γ. We introduce the tensors A
and T through their values on vertical and horizontal vector fields:

TXU = 0 , TXY = 0 , TUU = HDUU , TUX = VDUX
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and

AUX = 0 , AUU = 0 , AXU = HDXU , AXY = VDXY ,

where the operators H and V refer to the horizontal and vertical projection respec-
tively.

We first estimate the above non-vanishing terms.

Lemma 4.2. For all horizontal vector fields X and Y , the formulas hold:

AXY = −1

2
Ω(X,Y )ξ , AXU = −1

2
uιXΩ , (16)

TUU = ∇ log u , TUX = d log u(X)U . (17)

Proof. Let us first check that AXY = 1
2V[X,Y ].

Indeed, for any horizontal Z, AZZ is vertical and 〈AZZ,U〉 = −〈Z,DZU〉 =
− 1

2U(〈Z,Z〉), the last equality coming from the fact that π∗[Z,U ] = [π∗Z, π∗U ] = 0
so that [Z,U ] = DZU −DUZ is vertical. We conclude that AZZ = 0 from the fact
that 〈Z,Z〉 is constant along the (vertical) fibers, and we apply this to Z = X +Y ,
Z = X and Z = Y to get that AXY = −AYX. The result now follows from the
defining formula for AXY .

Next, we can write AXY = 1
2V[X,Y ] = 1

2θ([X,Y ])ξ, and evaluate θ([X,Y ]) =
−(LXθ)Y = −ιXdθ(Y ) using the Cartan formula and the property that θ vanishes
on horizontal vectors. We have therefore obtained

AXY = −1

2
dθ(X,Y )ξ .

The formula for AXU now follows the fact that the tensor A is alternate, in the
sense that 〈AXU, Y 〉 = −〈AXY, U〉, and we obtain

AXU = −1

2
udθ(X, .) = −1

2
uιXdθ .

In order to establish the two remaining formulas concerning T , we claim that
TξX = u−1du(X)ξ and Tξξ = u∇u.

Indeed, we compute 〈Tξξ,X〉 = 〈Dξξ,X〉 = ξ〈ξ,X〉 − 〈ξ,DξX〉. In the mean-
time, the Lie bracket [ξ,X] vanishes. Indeed, for the horizontal part, π∗[ξ,X] =
[π∗ξ, π∗X] = 0, whereas for the vertical part, 〈[ξ,X], ξ〉 = ξ〈X, ξ〉 − (Lξγ)(ξ,X) −
〈X, [ξ, ξ]〉, which vanishes since ξ is Killing for γ.

Hence, we can now write that 〈Tξξ,X〉 = −〈ξ,DXξ〉, which can be itself ex-
pressed as − 1

2X〈ξ, ξ〉. We eventually find the desired formula for TUU using the

relation U = u−1ξ.
The formula for TUX now follows from the property that T is alternate in the

sense that 〈TUU,X〉 = −〈U, TUX〉. �

We can now use these formulas to compute the sectional curvatures, and then
the Ricci curvature tensor of γ evaluated on horizontal and vertical vectors. Let
us first recall the O’Neill’s formulas presented in [19, 2], in our setting where the
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fibers are one-dimensional:

〈Rγ(X,U)Y,U〉 = 〈(DXT )UU, Y 〉+ 〈(DUA)XY,U〉
− 〈TUX,TUY 〉+ 〈AXU,AY U〉,

〈Rγ(X,Y )Z,U〉 = 〈(DZA)XY,U〉+ 〈AXY, TUZ〉
− 〈AY Z, TUX〉 − 〈AZX,TUY 〉,

〈Rγ(X,Y )Z,W 〉 = 〈R(X,Y )Z,W 〉 − 2〈AXY,AZW 〉
+ 〈AY Z,AXW 〉+ 〈AZX,AYW 〉.

(18)

Note that the convention used here (similarly to [19, 2]) for the Riemann curva-
ture tensor is R(X,Y )Z = ∇[X,Y ]Z −∇X∇Y Z +∇Y∇XZ, as well as for Rγ with
respect to D.

We now rely on the formulas (18) to derive the sectional curvatures Kγ(X,U)
and Kγ(X,Y ) for the metric γ, where X,Y and U satisfy |X| = |X ∧ Y | = 1,
|U |2 = −1:

Kγ(X,U) =
〈Rγ(X,U)X,U〉
|X|2|U |2

= −
[
〈(DXT )UU,X〉 − |TUX|2 + |AXU |2

]
and

Kγ(X,Y ) = K(X,Y )− 3|AXY |2 ,
where K is the sectional curvature related to the horizontal metric g, and, again,
the symbols 〈 , 〉 and |.| refer to the metric γ.

Note that the formula for Kγ(X,U) differs from the one for Riemannian submer-
sions in [2, p241] only by the factor −1. In our setting, the formula for Kγ(X,Y )
takes the expression

Kγ(X,Y ) = K(X,Y ) +
3

4
u2Ω(X,Y )2 . (19)

Concerning Kγ(X,U), we need to evaluate

〈(DXT )UU,X〉 = X〈TUU,X〉 − 〈TDXUU,X〉 − 〈TU (DXU), X〉 − 〈TUU,DXX〉 .
But DXU is horizontal (since |U |2 is constant), hence TDXUU = 0. For the
same reason, TU (DXU) is vertical, therefore −〈TU (DXU), X〉 vanishes. Then,
X〈TUU,X〉 = X.X. log u = Hessγ log u(X,X)+d log u(DXX), so thatX〈TUU,X〉−
〈TUU,DXX〉 = Hessγ log u(X,X). All what remains now is:

−Kγ(X,U) = Hessγ log u(X,X) + |d log u(X)|2 +
1

4
u2|ιXΩ|2 . (20)

We are now able to compute the component of the Ricci tensor of γ from (19) and
(20). Indeed, if {ei}i=1···n is an orthonormal basis of (M, g), one now has

Ricγ(U,U) =

n∑
i=1

〈Rγ(ei, U)ei, U〉,

hence

Ricγ(U,U) = −
n∑
i=1

Kγ(ei, U) = ∆γ log u+ |d log u|2 +
1

4
u2|ι.Ω|2 , (21)

where it is recalled that ι.Ω is the contraction mapping X 7→ ιXΩ. Since u and
therefore log u does not change along the flow of ξ, we have also that Hessγ log u(U,U) =
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0 and thus ∆γ log u = ∆ log u, where it is recalled that ∆ is the Laplacian for the
metric g. With the same observation and taking care of the signature of the metric
γ, one obtains on horizontal vectors:

Ricγ(ei, ei) = −〈Rγ(U, ei)U, ei〉+
∑
j 6=i

〈Rγ(ej , ei)ej , ei〉

= Kγ(ei, U) +
∑
j 6=i

Kγ(ei, ej)

= Ric(ei, ei)− u−1 Hessu(ei, ei) +
1

2
u2|ιeiΩ|2 ,

where Hess is the Hessian with respect to the metric g. Thus, more generally, for
X,Y horizontal:

Ricγ(X,Y ) = Ric(X,Y )− u−1 Hessu(X,Y ) +
1

2
u2〈ιXΩ, ιY Ω〉 . (22)

We finally evaluate

Ricγ(ei, U) = −1

2
u {div(ιeiΩ)− 3ι∇ log uΩ(ei)}

=
1

2
u {(div Ω)(ei) + 3ι∇ log uΩ(ei)} .

(23)

Replacing Ricγ = 0 in (21), (22) and (23) gives the desired formulas. �

Remark 4.3. As already mentioned in Section 2, this general result yields the field
equations obtained in dimension 3 + 1 for the initial data (M, g, u, ω), providing
that ω is chosen to be

ω = −1

2
u3 ∗g Ω.

Remark 4.4. Thanks to these formulas, one would expect that an analysis similar
to the one in Section 2.2 can be carried out. More precisely, when considering as
above the metric g = u2g for n ≥ 4, and defining the function w = (n− 3) log u, we
get the identity

Ric + Hess +
n− 5

(n− 3)2
dw ⊗ dw =

u4

2

(
|Ω|2gg − 〈ι.Ω, ι.Ω〉2g

)
.

A simple computation shows that the right-hand side of the above equation is
non-negative. On the other hand, for n = 4, the left-hand side is the 1-Bakry-

Émery-Ricci tensor of w, denoted by Ric
1

w, whereas, for n = 5, it is the ∞-Bakry-

Émery-Ricci tensor of w, Ric
∞
w . For larger n, there is no obvious way through

any conformal change to rewrite the above identity in the form of a Bakry-Émery-
Ricci tensor with a non-negative right-hand side. One might want at this point to
use these facts (and the positive results of [6, 7]) to perform an analysis as above
for stationary vacuum solutions of dimension n + 1 with n = 4 or n = 5. But
the generalisation of our proof of Theorem 2.2 to higher dimensions would require
some more information on the curvature 2-form Ω or on its Hodge dual, as the
generalised Weitzenböck formulas involve the full Riemann tensor, see [3, Section
4] and [17, Chap. 3].
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