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1. PRESENTATION

Consider a discrete stochastic process on a space X that follows a prob-
ability distribution Q. The paths of the form x = x,,...,x,,... are an-
nounced stage after stage to an observer who ignores Q but holds an a priori
probability or belief, P, on the process. On each path x, at each stage n,
the probability of the observer on the future behavior of the process is re-
vised, giving rise to a new belief which is the conditional distribution of
P given (xq,...,x,). On the other hand, Q also determines conditional
probabilities.

We first consider conditions for merging, namely, convergence of these
beliefs (deduced from P) to the corresponding conditional probabilities
(given Q). The initial concept of merging, due to Blackwell and Dubins, re-
quires the two probabilities to be close to each other for all future events.
This notion and the corresponding Blackwell and Dubins theorem (Re-
sult 1) deal with asymptotic properties. They will be used in the framework
of multistage games with undiscounted payoffs. On the other hand, in the
discounted case only events in the near future matter. The corresponding
notion of proximity for probabilities considers only these events. This leads

*| thank Abraham Neyman for extensive comments.

274

0899-8256/99 $30.00
Copyright © 1999 by Academic Press
All rights of reproduction in any form reserved.



MERGING AND REPUTATION 275

to weak merging introduced by Kalai and Lehrer. However for the appli-
cations to discounted games a stronger property involving uniform rate of
weak merging is needed. This corresponds to Result Il. These two results (I
and Il) are not comparable: the first one says that two sequences of prob-
abilities are asymptotically closed on a large set of events, the second one
that they are closed on a smaller set of events but at a uniform rate.

The above results on merging directly apply to the study of multistage
two-person games of incomplete information on one side, where uncer-
tainty concerns either the payoffs (like in repeated games with incomplete
information) or the strategies (like in perturbed games and reputation phe-
nomena). In both models the informed Player 1 is one of several types k
and her opponent holds an initial probability p on this set of types K. We
study the set of equilibrium payoffs in such games and also compute bounds
on the advantage the informed player can achieve due to her opponent’s
uncertainty. We show that these properties crucially depend on the relative
patience of the players and on the specification of the signalling mechanism
used during the play.

The argument goes as follows: consider equilibrium strategies for the
players. In the standard signalling case the stochastic process (xi, ...,
X,,...) is simply the play ((i1, j1),-- -, (iy» ju), - - -), Namely, the sequence
of moves used and observed stage after stage by the players. The belief P
of the uninformed Player 2 on the plays of the game is generated by her
own strategy, the collection of type-dependent strategies of her opponent
and the initial distribution p on types. On the other hand, for each type k
of Player 1, the (true) distribution Q* of the process is generated by her
strategy and the strategy of the uninformed agent. This framework pro-
vides specific relations between distributions P and QX which are sufficient
for merging to occur. It follows that from the point of view of the unin-
formed player, P and Q* induce conditional probabilities on the future
plays that are close to each other from some stage on. By the equilibrium
condition, Player 2 is playing a best reply. We thus derive a bound on her
payoff under the distribution P, hence by merging similar results under
Q. This provides conditions satified by the probability Q*, thus finally a
bound on the informed player’s payoff while using her strategy generating
O (under the given strategy of Player 2).

This general methodology is first applied to two-person repeated games
with incomplete information on one side and known own payoffs. It gives
a short proof of the characterization of the set of equilibrium payoffs in
the undiscounted case, using Result I. The same characterization is ob-
tained, using the parallel Result I, in the discounted framework where the
informed Player 1 is infinitely more patient than her opponent. This condi-
tion on the time preferences of the agents plays a crucial role and is actually
necessary.
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The characterization shows moreover that the payoff set for the informed
player depends only on the support of the distribution p on types. Hence
it allows for an interpretation in terms of perturbation when most of the
probability is on the “true” type. A quantity m( A, B), is explicitly computed.
It corresponds to the best lower bound on equilibrium payoffs for Player 1
in the following class of games: the perturbation is in terms of Player 1's
payoffs, the true payoffs for Players 1 and 2 being defined by the matrices
A and B, respectively .

We then consider reputation phenomena or incomplete information in
terms of strategies. Here the strategy the uninformed player is facing is a
mixture of the actual strategy of the informed Player and of some pertur-
bation. Each such reputation model is identified by three parameters: one
concerns Player 1 and is the nature of the perturbations, the other is the
type of payoffs of the players (basically their relative duration), the third
one is the information transmitted during the play.

When playing against a sequence of Players 2, each one living for one
stage, Player 1 can build a quite strong reputation. In fact, for the unin-
formed Player 2, the knowledge of the probability induced by P (hence by
0X) on the next stage implies the knowledge of the one-stage strategy (of
the informed player) she is facing. Since Player 2 is playing a best reply it
is simple for Player 1 to give intructions to her and a bound w( A, B), bet-
ter than the one obtained in the previous framework m(A4, B), is actually
reached. On the other hand when both players live forever with undis-
counted or discounted payoffs, but again in the latter case the informed
player being much more patient than her opponent, the bound obtained
with the same merging tools, is lower and coincides with m( A4, B).

Facing longer lived opponents may be worse for the informed player.
Even after obtaining, by merging, a good approximation of Q% from P,
Player 2 may be afraid of playing a best reply to the true and unknown
strategy of Player 1. by experimenting she could be punished and then
obtain a worse payoff. This phenomena, reminiscent of the concept of con-
jectural equilibria, explains why reputation effects are not monotonic with
respect to the length of the interaction.

However if the uninformed player is using a completely mixed strategy,
she generates against any perturbation of Player 1 a “revealing distribu-
tion.” In this case, for Player 2, playing a best reply under P essentially
implies playing a true best reply. It follows that by adding some noise to
the model, so that the distribution on the signals to Player 1 is completely
mixed, one can extend the precise monitoring results of the short lived situ-
ation to the case where Player 2 lives for n periods. The stochastic process
is now on Player 2’s signals and the weak merging refers to the next n
stages. The game looks like a repeated version of the normalized n stage
games with standard signalling.
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In addition one can, in this situation, take advantage of the length of
Player 2’s life to build more elaborate perturbations in terms of monitoring.
This leads to the best achievable payoff from the point of view of Player 1,
denoted by s(A, B).

Another approach to avoid the “conjectural effect” is to introduce more
complex perturbations, such that there is an infinite hierarchy of punish-
ments on plays compatible with the same perturbation. Rather than play-
ing an active role, the uninformed player, trying to avoid punishment, is
finally confronted with the perturbation and the merging property implies
that she eventually identifies it.

This paper is basically an original presentation of a large number of re-
sults that appeared in different articles. It shows that a few basic properties
in the theory of merging underline most of the proofs. The advantages of
this approach are in several directions.

Concerning the proofs of the results, their basic structure is described
explicitly: in order to get properties on the payoff of Player 1 under QF,
one studies the payoff of Player 2 under P and then one uses the merg-
ing property. This allows also to shorten drastically the proofs (especially
Proposition 2.5, and those in Sections 3 and 4). Finally it enables to extend
the results: for example, to a sequence of finite lived Player 2 (in Sections 3,
4, and 6) or to perturbation in mixed strategies (Section 7).

Also this methodology allows to replace a series of specific martingale
convergence results—that seem to be adapted to each particular case—by
a general property independent on the probability space and much easier
to use: see the change of filtrations, deterministic in 3.4 and random in Sec-
tion 7. It also helps in understanding the importance of some hypotheses:
for example, the need for the informed player to be much more patient
than the other or the impact of the signalling structure on merging.

Finally this unified presentation reveals hidden connections: on one hand
between incomplete information games with known payoffs and reputation
phenomena, see the reasons for getting the same bound m(A, B) in Sec-
tions 3 and 4; on the other hand between the undiscounted model and the
one with a patient informed player, see 3.3 versus 3.4 and 4.4 versus 4.5. It
also facilitates the comparison of reputation properties when facing a se-
guence of short or long lived players and clarifies the relations between the
different lower bounds on the equilibrium payoffs of the informed player:
m(A, B), w(A, B), and s(A, B).

This methodology has the large potential of applications since it relies
on a general bound on the number of bad observations in a merging frame-
work. This property is clearly independent of the length of the players, of
the type of signals, and of the nature of the perturbations.

The content of the paper is as follows:

Part 2 recalls first (Result 1) the initial and fundamental result on merging
of Blackwell and Dubins (1962), the alternative formulation (weak merging)



278 SYLVAIN SORIN

and refinements of Kalai and Lehrer (1994). Then (Result II) a related
uniform bound on the speed of convergence is given with a new proof of
the property of Fudenberg and Levine (1992) in Proposition 2.5. A new
result analog to theirs is also obtained as Proposition 2.4.

Part 3 builds on the above properties to characterize the set of equilib-
rium payoffs in two-person repeated games with incomplete information
and known own payoffs. Result | is used for the undiscounted case (3.2) in
the spirit of Shalev (1994) and Koren (1992) and one relies on Result 11 for
the discounted case with a more patient informed Player in 3.4, following
Cripps and Thomas (1995b). The corresponding lower bound on the payoff
of the informed player for payoff-perturbed games, due to Shalev (1994)
and lIsraeli (1996) is presented in 3.3.

The remainder of the paper deals with reputation phenomena. The lower
bounds on the informed player’s payoff at equilibrium depend upon the
relative sizes of the players, the observability conditions, and the nature of
the perturbation.

Part 4 is devoted to the standard signalling case with different sizes of
players, starting with the seminal works of Fudenberg and Levine (1989,
1992), then following Cripps and Thomas (1995a) and Cripps et al. (1996)
using Result I or II.

Part 5 deals with the case of a repeated game with signals, according
to Fudenberg and Levine (1992) and studies the relation with conjectural
equilibrium.

Part 6 considers games with noise where the whole perturbed strategy
can be identified by the uninformed player hence allowing more precise
monitoring, see Aoyagi (1996), Celentani et al. (1996).

Part 7 shows, following Evans and Thomas (1997), that with more com-
plex perturbations (with unbounded memory) the informed player can force
her opponent to follow any prespecified individually rational path, thus
achieving the best bound s(A4, B).

2. NOTIONS OF MERGING

Let (Q, 7, Q) be a probability space equipped with a filtration {F,} (in-
creasing sequence of sub o-fields of ) that generates 7 : 9 = o(U, %,)-
We assume that each o-field 7, is generated by a countable partition 7
and we denote by F,(w) the atom of % containing w.

Let P be another probability distribution on (Q, ). QO defines the law

of the process (x4, ..., x,,...) with x, = F,(w) (note that here x, deter-
mines (x4, ..., x,)) and P corresponds to the beliefs of an observer. 7,

describes the information available at stage n: given o, the future behav-
ior is governed by Q(:|F,(w)) = Q(.|%,)(w) and the beliefs are given by
P(|F,(0)) = P(|7,)(®).
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2.1. Merging

A notion of merging of P to Q refers to a type of convergence, under the
true distribution Q, of the beliefs P(:|F,(w)) to the conditional probability
distributions Q(:|F,()). It corresponds to the following situation: observ-
ing stage after stage the realization of the process, the observer eventually
is able to make good predictions. The first approach and basic properties
are due to Blackwell and Dubins (1962).

Let us first define:

fu(P, Q) (@) = sup |P(A|F,(0)) — Q(A|F,(0))].

DEFINITION 2.1. P merges to Q if:
fu(P,O)w) — 0 asn— oo Q as.
The main result is

THEOREM 2.2 (Blackwell and Dubins, 1962). Assume that Q is abso-
lutely continuous with respect to P (P >> Q). Then P merges to Q.

Comments. 1. Kalai and Lehrer (1994) have shown conversely that if
P merges to Q for all filtrations &, that generate 7, then P > Q. It fol-
lows that the notion of merging is actually independent of the filtration. It
depends only on the data (), 7, P, Q): P merges to Q iff P > Q.

2. A simple case where P > Q holds is obtained when P = p QO +
(1—p) O, forsome 0 < p < 1, where Q' is another probability distribution
on (Q, 7). In this case one says that the belief P contains a grain of truth
of size p about Q (Kalai and Lehrer, 1994).

2.2. Weak Merging

Kalai and Lehrer (1994) also introduced a weaker notion of convergence
based on the following function:
e,(P, Q) (w) = sup |P(A|F,(w)) — Q(A|F,(w))].

Ae'7n+1

DEFINITION 2.3. P weakly merges to Q along {7, } if:
e,(P,O)w)— 0 asn—> oo Q as.

This requires, with Q probability 1, the conditional distributions of P
and Q at stage n to be close, for n large enough and for all events that
occur at the next stage. Obviously this property extends to all events in a
bounded future but not to all events in F like with f, (P, Q) in the definition
of merging.

Kalai and Lehrer (1994) have shown that weak merging depends on
the filtration {F, }. Necessary or sufficient conditions for weak merging (in
particular weaker than absolute continuity) and refinements can be found
in Kalai and Lehrer (1994), Lehrer and Smorodinsky (1996a, 1996b, 1997).
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2.3. Uniform Weak Merging

The following notion is not involving tail events, like in the case of merg-
ing, but is stronger than weak merging. It is needed for the study of the
discounted framework.

Consider the space of the process as an oriented graph with nodes (w, 1)
in Q x N corresponding to F,(w). Given § positive, let 4° denote the nodes
where P and Q are 6 weakly far away. Explicitly:

A® ={(w,n) € A x N;e,(P, Q)(w) = &}

The following two lemmas control, under a grain of truth hypothesis, the
size of the set A°.

The first lemma considers A2 the section of A° for a fixed n; i.e., the
set of paths « for which the event: “the one stage prediction at stage 7 is
inaccurate by more than 6” holds.

The second one deals, on each trajectory o, with 4°(w) which is the set
of stages n where this event occurs.

LeEMMA 2.4.  Given any positive constants 8, &, and p*, there exists M =
M(8, &, p*) such that for any P, Q with P = pQ + (1 — p)Q' and p > p*,
one has for all stages n except at most M of them:

O(A4) < .

Proof. We consider P as a probability distribution on an extended prob-
ability space, where first a lottery chooses between Q and Q' and then the
process follows the selected probability. Let % be the event: “the process
follows the distibution Q.” Under P, 2 has an initial probability p = ¢,. We
introduce g,, = P(%|%,,_,) wWhich defines, under P, a martingale ¢ = {q,,}
with values in [0, 1], hence satisfies:

%n—l)) = EP(mil(Qm-kl - qm)z) <L @@

E( S En((dmss — dn)?
m=1

We obtain a bound of the probability of 42 by studying the variation of q.

Let . denote the set of stages where Ep((qni1 — 4m)?) > 1/M. By (1),
its cardinality satisfies #4 < M.

Now for a stage m ¢ ., the bound Ep(Ep((qyns1 — Gm)?|Fm_1)) < 1/M
implies that P(; Ep((q,11 — n)?| Fp1(0)) = 1/V/M) < 1/V/M.

Define the conditional “one-stage variation” of the martingale g by:

V(@) (@) = Ep(|gms1 = G| [Fin-1(@))-

Hence for m ¢ ., one obtains from the previous inequality and Cauchy
Schwarz inequality: P(w;V,,(q)(w) > 1/~/M) < 1/~/M as well. Also, de-
noting by &,,(w) the family of atoms of the partition of F,,_;(w), one has
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an explicit formula for the variation:

Va@)(@) = 3> P(alF,,_1(0))|gn1(a) = gu(w)].

aecj‘ﬂl(w)
Now for each a € 9,,(w) one has

qm(@)Q(a|F,_1(@))
P(a|F, 1(@))

qurl(a) =
so that one obtains:

V(@) (@) = g(@)e,, (P, Q) (). (@)

The distance between the conditional probabilities e,, (P, Q) is thus propor-
tional to the one-stage variation V,,(g). It remains to bound the coefficient
q,, Which is the conditional probability of 2.

Let Qf'(¢) = {w € OQ; q,,(w) < tp} be the set of paths where this poste-
rior probability of 9 has decreased by a ratio at least ¢. For w ¢ Qg'(¢) the
bound on e,, follows from (2):

Qo ¢ O (1); en(P, Q)(@) = 1/ipV'M) < 1/pv/M.

Finally on (1), pQ(F, 1(0))/P(F, 1(0)) = q,(0) < tp. Thus
O(F,_1(w)) <t P(F,_;(w)). By summing one obtains the following bound
on the probability under Q of this set of “low posteriors”: Q(g'(¢)) < t.

Choose ¢ = /2 and M such that both /M > 2/ep* and /M > 1/t5p*
to get the result. m

The previous lemma was computing for a given stage the probability of
the set of paths going through A% at that stage. This probability can be
reduced as small as we want except on a uniformly finite number of stages.
By uniform we mean that it does not depend on the space () and not on
the probabilities P and Q under consideration but only on the bound p* on
the size of the grain of truth.

The next lemma checks, on each path, the number of nodes in 4°. Except
on a set of paths of probability as small as wanted this number is uniformly
bounded.

LemMA 2.5 (Fudenberg and Levine, 1992). Given any positive constants
8, &, and p*, there exists M = M (8, ¢, p*) such that for any P, Q with P =
pQ+ (1—p)Q and p > p*, one has:

O(w; #A%(w) > M) < &.
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Proof. We use the notations and results from the proof of the previous
lemma.
Let

O (M, a) ={w e Q; #{m; V,(¢)(0) = a} = M}

be the set of paths w where the martingale has a conditional one-stage
variation greater than « on more than M stages. From (1) one obtains by
Cauchy-Schwarz inequality: &®M P(Q,(M, «)) < 1. Using (2), it follows
that, except on Q,(M, @), there are at most M stages where e,,(P, Q)(w) >
a/qy(w).

Let us consider the set of paths exhibiting eventually low posterior dis-
tributions:

Oy(t) ={w € Q; g,(w) < tp, for some n}.

One introduces the partition: Q,(¢) = U,, Q5'(¢) with Q' (¢) = {w €
Q; q,(w) > tp, for n < m, and g,,(w) < tp}. For w in QJ(t), g,,(w) < tp,
hence as in the previous proof Q(F,_i(w)) < tP(F,_i(w)). So that
Q(Q3(1)) < tP(QF'(1)) and also Q(Qy(1)) < tP(Qy(1)) < 1.

Given a point w ¢ Q,(¢), g,,(w) > tp. If in addition o ¢ Q(M, «), there
are at most M stages n where:

en(P, Q) o > %

Therefore, except on the set Q,(M, &) U Wy(1), w € AY” for at most M
stages. Choose ¢ = &/2, then a = #p*8 and finally M > 2/(a?ep*) to get the
result. m

Comments. 1. Note that the previous results are independent of the
filtration %,. They give, under a strong form of absolute continuity (P with
grain of Q at least p*), a uniform bound on the set of nodes (w, rn) where
e,(P, Q)(w) is large. In other words, the number of observations that may
lead to bad predictions is uniformly bounded.

2. To have a control on this number of stages is crucial in a discounted
framework, by opposition to the undiscounted case where asymptotic results
(like upper density) suffice.

3. REPEATED GAMES WITH INCOMPLETE INFORMATION

3.1. Presentation

Consider repeated two-person games with incomplete information on
one side introduced by Aumann and Maschler (1995) and described as
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follows: Player 1's (resp., Player 2’s) stage payoff is defined by a finite 7 x J
matrix A* (resp., BX), where k belongs to a finite set K. The game is played
in stages: at stage 0, k is selected according to a probability p, p € A(K),
the simplex on K. Player 1 is told the k chosen while Player 2 knows only
p. At stage n + 1, given the previous history of length », h, € H,, which is
the sequence of moves h, = (iy, ji,---, i, j,) UP tO that stage, both play-
ers choose a move, say i,,; and j,,, this couple is announced to both
and the stage payoff is a,,; = 4; ; for Player 1 and b,,; = B .
for Player 2. Note that this payoff is not announced. As usual, strategies,
o = {o*} for Player 1 and 7 for Player 2, can be represented as map-
pings from the set of histories H = |J,.o H,, to mixed moves, namely, A(J)
and A(J). % and J denote the corresponding sets of strategies. On the set
of plays H,, = (I x J)*, the o-fields #, are generated by H, and gen-
erate #,,. Together with p, o, and 7 define a probability distribution on
(K x Hy,, 2K @ #_.), hence on the stream of payoffs.

Let a,(o,7) = E, m(% Y _,a,) (and similarly b,(o, 7)) denote the
average expected payoff of Player 1 (resp., Player 2) and let E’,j(crk ,T) =
Ey. Uk,T(}ZZ”mzl a,,) specify this payoff given k so that a,(o,7) = >
pr a, (o, 7). Similarly, for 0 < A < 1, @,(0,7) = E,, , (Toe_y M1 —
A)™ta,) is the average discounted payoff of Player 1 and so on. I',(p)
(resp., I'y(p), I'x(p)) denotes the n stage (resp., A discounted, infinitely
repeated) game. In this last case, the payoffs are not well defined, however
one introduces a set of equilibrium payoffs using the following procedure:

DerFINITION 3.1 (Hart, 1985). Given a Banach limit &, an &£ equi-
librium (o, 7) is an equilibrium in the game with payoff y,(o,7) =
%(a,(o, 1), b,(o, 7)) (or equivalently with vector payoff {#(a"(a*, 7))}
for the informed Player 1). E(p) is the set of all & equilibrium payoffs
obtained as & varies.

DEFINITION 3.2 (Sorin, 1990, 1992). A pair (a, 8) in R? is a uniform
equilibrium payoff if for any positive &, there exists a couple of strategies
(o, 7) inducing an e-equilibrium in any sufficiently large game I',,(p) with
a payoff within ¢ of (a, B). Formally:

Ve >0 (o, 7),AN:Vu > N V(o', ")
a,(o,)+e>a>a,(d,7)—¢

En(v, T)+e>B> En(a, )—¢

or equivalently, for (a, B) € RX+?

k>ak(o*, 1) —¢ Vk

Eﬁ(ak,'r)—l—sZa "

En(a', T)+e>B zEn(a', 7)—e.
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Note that (o, 7) is also a 2e-equilibrium in any discounted game I', (p) with
small discount factor A.

Hart (1985) gave a characterization of E(p) proving in addition that
any point in it is a uniform equilibrium payoff.

There are two important subclasses of these games with lack of informa-
tion on one side:

— zero-sum games correspond to the case where 4 = —BX, for all k;

— “known own payoffs” games are obtained when Player 2’s payoff is
independent of k, B¥ = B.

Note that in the first case the uninformed Player 2 does not know her
own payoff.

3.2. Known Own Payoffs Games

We consider here the second subclass for which an explicit characteri-
zation of E(p) is much easier (Shalev, 1994). One can deduce it from the
general characterization of Hart (1985), using properties of bimartingales
due to Aumann and Hart (1986), or directly, even for the case of lack of in-
formation on both sides (but with known own payoffs), like in Koren (1992)
(see also Forges, 1992).

We first introduce few notations. For M an [ x J matrix, x in A([),
and y in A(J), xMy denotes 3, ;x;M, ;y;, val; M = max,min, xMy
and val, M = max, min, xMy. For m in A(I x J), one defines (7, M) =
> ;m ;M; ;. We also use (, ) for the scalar product in RX. A4(p) is the
average matrix Y, p*A*. p > 0 means that p has full support. For all x
in A(I), let x* denote the strategy in the repeated game that plays x i.i.d.

We assume #I > 2. To make computations simpler we assume that all
matrices are of norm less than 1: || 4%|| < 1, |B|| < 1.

We recall now basic results from approachability theory, due to Blackwell
(1956).

DEFINITION 3.3.  Let ¢ € RX. An orthant @(c) = {c} — RX is approach-
able by Player 2 in the game with vector payoffs {A4*} if: Ve > 0,37 and
3N such that for n > N, @*(o*, 1) < ¢k + &, for all o* and all k.

Blackwell’s theorem (1956) implies

PROPOSITION 3.4. A necessary and sufficient condition for @(c) to be ap-
proachable by Player 2 is:

(1) val; A(q) = (¢, q), Vq € A(K)
or equivalently @(c) being convex:

(2) Vx e A(l), 3y € A(J) with xA*y < ¢, Vk e K.
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Let us finally define a set of correlated distributions on I x J by: II(K) =
{m = {a*}; 7% € A(I x J), k € K with:

(i) Xi(gkA*, =*) > val; A(q), Vq € A(K)
(i) (B, 7*) > val, B, Vk
i) (4K, 7*) = (A%, 7¥), Yk, K e K}

The set of payoffs induced by these distributions is: €(p) = {(«, B) €
RE+L: 37 € TI(K) with:

(iv) (A*, 7%y =ak, VkeK
v) (B, X pra*) =B}

The following characterization means that these distributions generate
all equilibrium payoffs.

PrOPOSITION 3.5 (Shalev, 1994; Koren, 1992). Assume p > 0. Hence,

E(p) ="¢(p).

Proof. (1) To prove that any payoff in €(p) is a uniform equilibrium
payoff is easy. The equilibrium strategies are as follows: Player 1 announces
her type k and then both players follow a prespecified play w* in H_, on
which the correlated frequency of the moves converges to 7*. The induced
payoffs satisfy then (iv) and (v). Any deviation during w* is detectable and
can be punished by condition (i) (using Proposition 3.4) for Player 1 and
(i) for Player 2. Finally condition (iii) prevents any undetectable deviation
of Player 1 (pretending being of type k’ while being of type k) from being
profitable.

(2) For the converse we now show that any & equilibrium payoff is in
%(p). Hence let (o, 7) be an & equilibrium with payoff (a, 8) € RE*L.

Denote by P (resp., P¥) the probability induced by (p, o, 7) (resp.,
p, o*, ) on the set of plays (H.,, #..). E (resp., E¥) is the corresponding
expectation. Obviously one has P = 3", p*P¥ so that P>>P* for any k and
pk is the size of the grain of truth of PX in P.

Define 6, (i, /) = % X1 11 jy(im» Jin) @nd let @} = L(E*{6,(i, j)}) be
the asymptotic expected empirical frequency (a.e.e.f.) of the moves under
o* and 7. Clearly, (iv) and (v) are satisfied by («, 8) and .

We claim that 7= belongs to TI(K). To prove (i), note that otherwise (by
Proposition 2.1) there exists g € A(K) and x € A(1) such that 3", gkxA*y >
(a, ), Yy € A(J). If = denotes the a.e.e.f. corresponding to (x*, 7), one
obtains Y, g*(7*, A*) > (a, q) so that for some k*: (m*, A") > o". To
follow o unless in state k* where x* is used would then be a profitable
deviation for Player 1.

The equilibrium property for Player 1 implies obviously that the “no
cheating condition” (iii) is satisfied.
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It thus remains to prove (ii) and this relies on merging. The equilibrium
condition for Player 2 implies obviously that his payoff is individually ra-
tional at the start of the game: (B, 3", p*#*) > val, B and also along the
play. Hence, for any m, P almost surely:

<B’ Sg(E{Hn(l’ ])|%m})> > Va|2 B. (3)

Theorem 2.2 implies that P merges to P, in particular one has, taking
expectation and limit, P¥ a.s.,

Ef(Ek{en(i’ J)|%m}) - Sf(E{Hn(l’ ])|%m}) —0 as m — oo, (4)

which says that the asymptotic distributions under P or P¥ on the moves
in the future, computed at any stage m large enough, are close one to the
other. Thus, (3) and (4) together imply that, P* a.s.:
lim (B, £(E¥{0,(i, )| #,})) = val, B. (5)
Since
EX(LE 6,6, NITn})) = LE*(EX{0,(0, NITn}))
= 2(EX{6,(i, D}
= ”z‘lf J’
one obtains from (5) condition (ii).
Basically the merging property allows to deduce from the individual ra-
tionality condition (B, 7) > val, B, the more precise property: (B, 7*) >
val, B, Vk. m

COROLLARY 3.6. E(p) is nonempty.

Proof. \We prove that II(K) is nonempty. Choose y optimal for Player 2
in game B, let x* be a best reply of Player 1 to y in game A4* and define
7t =xF @y, ie, =, = x{y; Conditions (ii) and (iii) are clearly satisfied.
Finally if x’ is a best reply of Player 1 to y in A(q), one has x' A¥y < x*k Aky
for all k, thus val; A(q) < X' A(q)y < Yk ¢*x*A*y = (a, q). =

Comments. 1. Part 1 of the previous proof (use of Blackwell’s approach-
ability criteria and joint plans) is now standard, see Aumann and Maschler
(1995), Sorin (1983), Hart (1985).

2. The proof of Corollary 3.6 for the class of games with incomplete
information on one side is much more difficult, see Sorin (1983) for #K = 2
and Simon et al. (1995) for the general case. Note that Koren (1992) has
an example showing that the existence result does not extend to the class
of known own payoff games with lack of information on both sides.

3. The set of vector payoffs equilibria of Player 1 is the projection of
E(p) on RX and depends only on the payoff matrices in the support of p.

For p > 0, denote it by F(AY, ..., AX;B).
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3.3. Games with Perturbed Payoffs

We consider here a two-person nonzero-sum repeated game defined by
a pair of I x J matrices A4 and B and perturbed in the following way. With
a small positive probability Player 2 believes that Player 1's payoff is given
by one of finitely many matrices 42, ..., AX. Assuming this uncertainty
known by Player 1, the situation is then analogous to the incomplete infor-
mation game described in 3.2, with 4 = A, in particular the set of vector
equilibrium payoffs for Player 1 is independent of the precise specification
of the perturbation probability as long as it has full support. We are inter-
ested in the payoff of the true type, more precisely we define her smallest
equilibrium payoff:

m(A, A%, ..., AX;B) =min{a;a e F(AY, ..., A%;B)}.
Let also:

m(A, B) = sup inf {xAy;xBy > val,(B)}. (6)
xeA(I) YEAU)

Then one has the following bounds:

PROPOSITION 3.7 (Shalev, 1994; Israeli, 1996). (1) m(A, A?,..., AX;
B) < m(A, B), for any family A%, ..., AX
(2) m(A, —B; B) > m(A, B).

Proof. (1) We adapt Forges’s idea (personal communication). By defini-
tion of m(A4, B), ® = {(x, y); xAy < m(A, B), xBy > val, B} is nonempty.
For each k choose x* and y* that achieve of = max{xA4*y;(x, y) € ®}. Fi-
nally let 7F = x* ® y*. We now prove that 7 € II(K). Conditions (ii) and
(iii) are clearly satisfied. Also (a, q) = Y ¢ max{xA*y;(x,y) € ®} >
max{x(X, ¢* 4)y; (x, y) € ®} > val, A(q).

(2) For the converse, let « be an equilibrium payoff for the game
(A, —B; B). Conditions (i) and (ii) together imply o? = val,(-B) =
—val, B. Again (i) and Proposition 3.4 lead to: Vx, 3y, x4y < o' and
x(—B)y < o?. Thus, o' > min {xAy:xBy > val, B} for all x, which gives
point 2). m

Comments. 1. The interpretation is that the most advantageous pertur-
bation for Player 1 (in terms of lower bound on her equilibrium payoffs) is
the one that induces maximal constraints on Player 2: this is the case when
facing the perturbed type, Player 2 plays a two-person zero-sum game, i.e.,
A? = —B. Compared to the Folk theorem, the individually rational level of
the informed player increases from val; 4 to m(A, B).

2. This result indicates a strong discontinuity w.r.t. p of the set of equi-
librium payoffs for the undiscounted case. As soon as the slightest amount
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of uncertainty is present the informed player can build a reputation, see
Shalev (1994), Israeli (1996).
3. Note that the bound m(A, B) may not be reached. Choose, for

example:

-1 1 2 1

-1 0 0 1
Here m(A,B) = §, and for x = } there is no constraint on y and
min, x4y = —1.

3.4. Discounted Case

We consider now the case where both players use personal discount fac-
tors to evaluate their payoffs. For Player 1 the payoff is thus a, (o, 1) =
E (X0 A (1= )™ a,,) with 0 < A, < 1 and similarly EAZ(O', T) =
E (Xp_1 A2(1 = A)™"b,,) for Player 2. We denote by I', , ,(p) the cor-
responding game with incomplete information.

The results of this section are due to Cripps and Thomas (1995b). They
first show that if the informed player is “infinitely patient” with respect to
the other one, she can do as well as in the undiscounted case. This means
in particular that in perturbed games like in Section 3.3, she can drastically
reduce to her advantage her set of equilibrium payoffs, compared to the
complete information case.

ProrosiTION 3.8 (Cripps and Thomas, 1995b). For any p > 0, any dis-
count factor A, and any positive £*, there exists \; = AJ(p, Ay, €*) such that,
if Ay < Al, any equilibrium vector payoff a of Player 1in T, . (p) is within
g of F(AY, ..., AX;B).

Proof.  We use the notations introduced in the proof of Proposition 3.5.
Let o, 7 be an equilibrium in I, , (p). Given A, and n > 0, let N such that
the weight on stages 1, ..., N, given A, is at least 1 — n (N is the approx-
imate horizon of Player 2). We define the A,-average frequency between
stages m and n by

n
0,\2(1’7’1, n)(i, j) = Z Ap(1 - /\Z)r_ml{i,j}(iw Jr)s

and the corresponding payoff for Player 2 by:

by, (m,n) = 3 A(1— A,) b, = (B, 6,,(m, n)).
The equilibrium condition for Player 2 implies as in section 3.2 that she is
individually rational on each play. Hence, for all m, P a.s.,

E(b,,(m+ 1, 00)|#,,) > val, B,
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which implies, by the choice of N:
E(b),(m+1,m+ N)|#,,) > val, B — .

In particular, for all m, P a.s., the payoff on the mth block of size N satisfies:

E(b),(mN + 1, (m+ 1)N)|#,,y) > val, B — 7. @)
We now use Lemma 2.4 for the filtration ¥, = %,y correponding to the

sequence of blocks of size N and 6, ¢ to be chosen later. One obtains that,
for all indices mé¢Jt, with #4 < M:

P {hu: sup IP(Alh) = PE(AlRu) = 8) <6 (®)
Aeyf(m-%—l)N
Hence for m ¢ J, (7) and (8) imply that, with probability at least 1 —
e under P*, a similar bound holds for the payoffs of Player 2 evaluated
under P*:

E*(b,,(mN + 1, (m+ 1)N)|,,) > val, B— n — 25.
So that for m ¢ J, taking expectation
EX(b),(mN +1,(m+1)N)) > val, B — n — 25 — 2,
and finally, in this case, by the choice of N:
E*(b,,(mN + 1, 00)) > valy B — 21 — 28 — 2¢. 9)

This last inequality means that except for finitely many values of m, the
payoff of Player 2, at the beginning of the mth block is still (almost) indi-
vidually rational under P* (and not only under P).

We want to deduce properties concerning the frequencies evaluated ac-
cording to Player 1’s criteria. Recall that if A, < Ay, 6, (m, 00) is in the
convex hull of the family 6, (n, co), n > m. Define now A] < A, so that the
weight of the first MN stages given Aj is less than n. From (9) one obtains,
for A; < A7,

E*(b),(mN +1,00)) + 29 > val, B — 21 — 25 — 2,
hence in particular, letting 7* = E*(6, (1, c0)), one deduces
(B, w*) > val, B — 4n — 26 — 2¢, (10)

which means that also under Player 1's evaluation, Player 2’s payoff is al-
most individually rational, given PX.

Note that the equilibrium vector payoff of Player 1 is o* = (A4, 7¥).
The individual rationality condition for Player 1 implies, as in the proof
of Proposition 3.5, that («, q) > val; A(qg), for all g in A(K), using Propo-
sition 3.4. Finally the equilibrium condition obviously gives: (7%, 4%) >
(m*', A*), for all k, k’. To finish the proof of Proposition 3.8, we need
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LEMMA 3.9. Define, for { a real number and p > 0: l1,(K) = {7 =
{m*}; 7k e A(I x J), k € K with:

(i) (e, q) >val; A(q) — ¢, Yq € A(K)
(i) (B, @) >val,B—¢, Vk
(i) (AK, wk) > (4%, 7Ky — ¢, Yk, k' € K}.

Then, for any &* positive there exists a positive { such that 11,(K) is included
in the &*-neighborhood of T1(K).

Proof of the Lemma. The lemma says that the correspondance ¢ +—
I, (K) is u.h.c., with TI(K) = II,(K) and this is clear since all the con-
straints are continuous in /. =

Let now B be defined by (B, Y, p*#*) and recall that the map from II
to E is nonexpansive. Note that (i)—(iii) are satisfied with { = 4n + 26 + 2e.
Given &%, choose ¢ according to the lemma, then n = 6 = ¢ = /8 to get
Proposition 3.8. m

Comment. 1. The result holds a fortiori if Player 1's payoff is undis-
counted, and also if Player 1 is facing a sequence of Player 2 that lives for
a finite number of stages (see Section 4.1).

2. The previous proof uses in a crucial way the fact that the bound A}
is a function of A,: A, determines the horizon N. This allows to use weak
merging through a new normalization of the process, but Player 1 has to
be “infinitely” more patient than Player 2.

3. In fact a new and important result of Cripps and Thomas (1995b)
shows that for p' near 1 and A; = A, near 0 the range of the component
ot of the equilibrium payoff of Player 1 is like in the complete information
case (Folk theorem) with payoffs A and B.

The next result shows that for small discount factors the set of equilib-
rium payoffs almost contains E(p).

ProposiTION 3.10 (Cripps and Thomas, 1995b). Assume p > 0 and ¢
positive. Then there exist \* = A*(¢), such that any (a, B) in E_.(p) =
{(a> B)a dm € er(K)’ (Ak’ 7Tk> = ak’ Vk € K, (B, > pkﬂ-k> = B} is
an equilibrium payoff of T, \,\(p) for any Ay < A*, Ay < A*.

Sketch of Proof. The proof follows Part 1 of the proof of Proposi-
tion 3.5. Choose a smooth play w* (cf., Sorin, 1992, p. 82) then discounted
factors small enough to generate the payoffs and to respect the individ-
ual rational constraints, taking into account the stages needed to code the
different types k. (Note that the Definition 3.3 of approachability implies
continuity with respect to the discount factor.) m
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Comments. Altogether the previous results show that the limit behavior,
for discount factors near 0, of the set of equilibrium payoffs of ', ,,,(p)
depends crucially on the relative size of the discount factors. There is a
path (A,, A1(A,)) going to (0, 0) on which continuity to E(p) holds. The
liminf of these families of sets always contains the interior of E(p) but
might be much larger.

4. REPUTATION: BASIC RESULTS

4.1. Presentation

A two-person game defined by two I x J payoff matrices 4 and B is
played repeatedly. We consider first the case of standard signalling where,
after each stage n, the chosen actions (i,,, j,) are announced to both players.
Let a, = 4, ;.b, = B, ; be the corresponding payoffs for Players 1
and 2, respectively. We assume that Player 1 is a long run player, hence
plays at every stage. Her opponent might be of several types: either there
is a sequence of short lived Players 2 where each one lives for finitely many
periods and is then replaced, or a single long Player 2 is present. In all
cases, the agents playing at stage n are aware of the whole past history
h,_, of moves until that stage.

G(4,, 1) is the game with payoffs parameters p; and u,. u; = A, corre-
sponds to the case where Player 1's payoff is discounted with factor A; and
1 = oo stands for the undiscounted case (see 3.1 for the evaluation of the
payoffs). As for Player 2, both values u, = A, or w, = oo are feasible but
in addition we consider the case u, = n where n is the duration of each
Player 2’s life.

We add now a perturbation to this game: there are some strategies (in the
repeated game) to which, with positive probability, Player 1 is committed.
Moreover this fact is known to Player 2.

The basic idea of the literature on reputation, see Kreps and Wilson
(1982), Milgrom and Roberts (1982), Kreps et al. (1982), is that Player 1
can use this uncertainty, namely, play some specific strategy, say ¢, in the
repeated game to build a reputation effect for being of this type, i.e., being
in fact committed to ¢. Once convinced of facing this type Player 2 should
adapt and this could benefit Player 1. Clearly this possibility depends on
both players’ characteristics u, and u,. (The influence of the signalling
structure is considered in the next sections).

We exhibit a lower bound on Player 1's payoff (normal type) in any equi-
librium of a perturbation of the game G, ,,, where with positive proba-
bility p she is of “type ¢.” (This does not prevent other perturbations to be
present as well). The result is obtained by computing the payoff of Player 1
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mimicking her type ¢ and relies on merging properties and on the behav-
ior of Player 2 at equilibrium. Denote this (class of) perturbed game by

G(Mp Mz)(p’ QD).

4.2. General Properties

Let (o, 7) be an equilibrium in the perturbed game G,  ,.\(p, ¢). o de-
notes the strategy of Player 1 defined by o, the commitment types and the
perturbation probability. Formally & can be written as ¢ = 0o + (1 — 6)0”’
with 6 > p, and ¢’ being of the form o’ = £¢ + (1 — £)¢’. P is the proba-
bility on (H,, #,,) induced by (o, ) while Q is the one generated by the
type ¢ and 7. Obviously one has P = pQ + (1 — p)Q’, for some distribu-
tion Q'. It follows that P merges to Q and that the merging properties of
Section 2.3 hold. (p is the size of the grain of truth.)

The general procedure to obtain the lower bound w on player is as fol-
lows:

Step (1) uses the fact that Player 2 is playing a best reply to o in G, .,
to get at each stage a lower bound under P on her conditional expected
payoff for the future. This gives a corresponding property on the conditional
probabilities on histories.

Step (2) deduces from the merging results of Section 2 a similar property
on the conditional probabilities on histories when Player 1 is of type ¢ (i.e.,
under Q).

Step (3) computes then the lowest payoff of Player 1 under type ¢, given
this property. Since Player 1 can always choose to mimic any perturbation
this gives a bound on her payoff.

Note that the two first steps of this procedure are actually similar to those
used in the proofs of Propositions 3.5 and 3.8.

Let us also underline the following: If Player 1 is less patient than
Player 2, a large part of Player 2's payoff is achieved while Player 1's pay-
off is essentially over, hence Player 1 cannot efficiently monitor Player 2.
We thus consider here only the case where Player 1 is more patient than
Player 2.

4.3. The Case p, = 1; Fudenberg and Levine (1989, 1992)

The results in this framework correspond to the first systematic treatment
of reputation bounds in the literature, after the study of a collection of
specific cases.

Given x in A(1), we assume that the perturbation ¢ is x*, i.e., playing x
i.i.d. We first deal with Step 1.

Let 4, € H,. Since Player 2 is playing an equilibrium in a one-stage
game, 7(h,) is a best reply to o (h,), with P probability 1.
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Step 2 indicates that, under Q, Player 2 is almost always playing an almost
best reply to x:

LeEmMA 4.1. Given ' > 0, there exists M such that, except at most on M
stages m, one has:

Ey(b,,) = myax xBy — 7.

Proof. Denote by BR? the best reply correspondence of Player 2 and
more generally, for & > 0, BR2(z) = {y € A(J); zBy > zBy' — &, for all y'},
so that BR? = BR3. Given x € A(I), choose & > 0 such that ||x' — x| < §
implies BR?(x") C BR?(x). We use Lemma 2.4 with this § and ¢ = 7’ to
define an exceptional set of stages .4 of cardinality M. For m ¢ . one
has, with Q probability at least v/, e,,(P, Q)(w) < 8, hence in particular
|o(h,,) — x| < 8. So that the strategy that Player 2 is facing after #,, differs
from x by less than &. Since she is playing a best reply =(4,,) belongs to
BR%(x). =

We are now ready for Step 3. Since Player 1 is patient, the finite set of
exceptional stages defined in the previous result does not affect her payoff.

ProposITION 4.2 (Fudenberg and Levine, 1992). For all x in A(1), p >
0, n > 0, there exists A} such that for any Ay < A], any equilibrium payoff a
of Player 1 in the game G, 1)(p, x*) satisfies:

a > min{xAy; y € BR*(x)} — 7.
y

Proof. Let g(x) = min,{xAy; y € BR*(x)} and ¢(x) = xBy for y €
BR?(x). Let o' > 0 be such that xBy > ¢(x) — 1’ implies xAy > g(x) —
n/2. Apply then the previous lemma with 7/, and let A} be such that the
weight of M stages is less than n/2. The bound on Player 1's payoff then
follows. m

Define

w(A, B) = sup inf {xAy; xBy > xBy',Vy € A(J)}.
xeA(I) YEA(W)

This corresponds to the best previous lower bound of Propositin 4.2 if we

let the perturbation x* vary.

COROLLARY 4.3 (Fudenberg and Levine, 1992). If the perturbation of the
game G, 1y has full support on A(I) (interpreted as i.i.d. strategies), then for
any m > 0, there exists A} such that for any \; < A}, any equilibrium payoff a
of Player 1 satisfies:

a>w(A,B)—n.
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It follows easily that any equilibrium payoff of Player 1 in the corresponding
perturbation of the game G 1), where her payoff is undiscounted is also
greater than w( A, B).

Finally one can show, see Fudenberg and Levine (1992), that this bound
is tight.

Note that in the present case with u, = 1 and standard signalling,
Player 2 can anticipate the mixed move of her opponent and play a stage
after stage best reply. The bound we obtained has thus a Stackelberg
flavour.

In the general case Player 2 is only playing a best reply to some strategy
that coincides with Player 1's strategy on the set of histories compatible with
both players’ strategies. In particular the merging of P to Q does not imply
the merging of the probability induced by o and 7’ to the one induced by
(¢, 7), for an alternative strategy v’ # 7.

4.4. G, ); Cripps and Thomas (1995a)

This case is the extreme opposite of the previous one since both players
have undiscounted payoffs and, as expected, the results are quite similar to
those of Section 3.3.: equilibrium payoffs of incomplete information games
in the undiscounted case.

Step 1 can be written, with the notation of Section 3.2 as:

For all m, P almost surely:

(B’ Sf(EP{en(i! ])l%m})) > VaIZ B. (11)

For Step 2, Theorem 2.2 implies that P merges to Q, in particular one
has, Q a.s.:

L(Ep{0,(i, NI }) — L(Ep{6,(i, |7, }) — 0 asm — oo, (12)
Equations (11) and (12) imply that, Q a.s.:
1im (B, %(Eg{6,(i, ))|#,})) = val, B, (13)
Hence, taking expectation, the payoff of Player 2 given Q satisfies:
(B, Z(Eg{0,(i, j)})) = val, B.
For Step 3, just write:
a = (A, 2(Eg{6,(i, )}))-

Assume that the perturbation ¢ is equal to some x*. Then the asymptotic
frequency £(Ep{6,(i, j)}) will be of the form x ® y. Thus we obtain:
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ProposITION 4.4 (Cripps and Thomas, 1995a). For all x in A(I), p > 0,
any equilibrium payoff a of Player 1 in the game G «)(p, x*) satisfies:

a > inf{xAy; xBy > val,(B)}.
y

Letting x vary, we obtain:

COROLLARY 4.5 (Cripps and Thomas, 1995a). If the perturbation has full
support on A(I), any equilibrium payoff a of Player 1 in the perturbed version
of the game G, ) satisfies:

a > m(A, B) =supinf{xAy; xBy > val,(B)}.
X y

Comments. 1. Note that one obtains the same bound as in the case of
perturbed payoffs, cf. Proposition 3.7. While the result would have been
obvious in the case of pure stationary perturbations (that can be obtained
through a payoff matrix with the corresponding line having strictly higher
payoffs than any other entry), it is not clear how to define a repeated game
where x* is a strictly dominant strategy.

2. This bound is the best one: see an explicit construction in Cripps
and Thomas (1995a).

4.5. Gy, 2> A > Ay; Cripps et al. (1996)

The analysis of this discounted game, with a more patient perturbed
Player 1 is very similar to the one done in Section 3.4: equilibrium payoffs
of incomplete information games in the discounted case. It follows previous
results obtained by Schmidt (1993) in a special case.

Steps 1 and 2 are exactly as in the proof of Proposition 3.8 and one
obtains inequality (10). Assuming that the perturbation of Player 1 is x*
implies that E,(6, (1, 00)) can be written as x ® y. Hence by continuity
one obtains:

PROPOSITION 4.6 (Cripps et al. 1996). For any x in A(1), any p > 0, any
e > 0, and any discount factor \,, there exists A} = Aj(p, A,, &) such that, if
Ay < A, any equilibrium vector payoff a of Player 1in G, ,,\(p, x*) satisfies:

a > inf{xAy; xBy > val,(B)} — «.
y
Similarly one has:

COROLLARY 4.7 (Cripps et al. 1996). If the perturbation has full support
on A(I), for any discount factor A, and any positive &, there exists A such
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that, if Ay < A, any equilibrium payoff a of Player 1 in the perturbed version
of the game G, ,,) satisfies:

a>m(A,B)— e.

Comments. 1. Asin 3.4, itis crucial here to allow Player 1 to be infinitely
patient compared to Player 2, see Cripps and Thomas (1997) for a kind of
Folk theorem result when A; = A,.

2. The results immediately extend to the case u, = n, where Player 1
is facing a sequence of finite lived Player 2.

3. Like in Section 4.4 the bound obtained for games with perturbed
strategies is the same as the one obtained for games with perturbed payoffs,
cf. Proposition 3.8.

4. Also here the bound is tight, see Cripps et al. (1996).

5. Both results in 4.4 and 4.5 indicate that the situation is less
favourable for the perturbed player when she is facing longer opponents.
(This still holds when allowing for a larger set of perturbations than play-
ing i.i.d., for example, those implementable by a finite automaton, see
Cripps et al. 1996). The reason is that Player 2 does know the strategy used
by her opponent, even when merging occurs. She might then be afraid of
a punishment inducing a worse payoff in case she will experiment. This
phenomena is studied in the next section.

5. SIGNALS AND CONJECTURAL EQUILIBRIUM

5.1. Reputation and Signals

Assume that Player 1's pertubation is a strategy consisting of playing an
i.i.d. sequence of x € X, a strategy in the N-stage game. Let again & de-
note the strategy induced by o and the perturbation. Denote by oy[A,x] €
3,y the strategy for the N next stages defined by &, after some history #,, .
The merging of the probability on histories induced by o and a strategy =
of Player 2 to the one induced by x* and 7 does not imply the convergence
of the strategy oy[4,y] to x. But the distributions oy[A,x](%) and x(h)
on I will be closed to each other on histories 4 having positive probability
under x and 7. Since the perturbation of Player 1 depends upon the moves
of Player 2, Player 2’s strategy now plays an active role in the revelation
process.

In fact standard signalling in a repeated game implies, when normalizing
the strategies, say every N stages, that one deals with a game with signals:
the information after each stage does not reveal entirely the normalized
strategy used at that stage.
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To completely describe such a game one needs to introduce signalling
functions, /* from I x J to some signal space A for Player 1 and similarly
I2 from I x J to B for Player 2. The interpretation is as follows: at each
stage n, given the moves (i,, j,), the signal to Player r is I"(i,, j,), r =1, 2.
As usual these functions are extended from A(Z) x A(J) to A(A) and A(B)
(and they could be random to start with).

5.2. Conjectural Equilibrium

In the framework of a game with signals, a notion of stable behavior
is captured by the definition of conjectural equilibrium, see Hahn (1973,
1977): each player plays a best reply to some conjecture and receives signals
consistent with her conjecture. Formally one has:

DEFINITION.  (x,Yy) € A(I) x A(J) is a conjectural equilibrium if there
exists (x', y") € A(1) x A(J) such that:

(1) x e BRYy)andye BR*(x)
(@) P(x,y)=01x,y) and Px, y) = B(x', y).

Obviously this definition reduces to the definition of Nash equilibrium when
standard signalling holds: I'(i, j) = I?(i, j) = {i, j}.

Related definitions and properties have been introduced by Battigalli
et al. (1992), Fudenberg and Levine (1989): generalized best response,
(1992): self-confirming response, (1993): self-confirming equilibria, Kalai
and Lehrer (1993b): subjective equilibrium.

5.3. Bound for Games with Signals; Fudenberg and Levine (1992)

In the framework of Section 4.3 (Player 2 living for one stage), the anal-
ysis of reputation effects in a game with signals follows the same lines. If
Player 1 plays x*, then for almost all stages, Player 2 with a high probabil-
ity uses a best reply to a strategy of Player 1 that induces almost the same
signal than x.

Formally the set of histories of length n isnow H,, = (I x A xJ x B)" on
which strategies of both players induce a probability distribution. We work
on the corresponding set of histories for Player 2, H2 = (J x B)", with the
corresponding marginal probabilities.

With the notations of Section 4, Step 1 is as follows. With P probability
1, at h € H2, Player 2 plays a best reply to the marginal distribution on
I, ., of the conditional probability P given £, say w[h].

Step 2 uses the uniform weak merging of P to Q to obtain that: except
on M stages, with Q probability at least 1 — &, the distributions on signals
for Player 2 are almost the same under her updated beliefs and the true
perturbation x: |I?(w[h], 7(h)) — [?(x, 7(h))| < 6.
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Step 3 shows then that Player 1 can achieve the lower bound inf, ,{xAy;
y € BR?(x'), I(x,y) = I?(x', y)}, for A, small enough. Finally define the
analog of w( A, B) for this framework:

wl?(A,B) = sup inf {xAy; y e BR*(xX), I*(x,y) = (x,y)}.
xeA(l) X’EAA((]I))
ye

Then one obtains the counterpart of Corollary 4.3:

ProrosiTION 5.1 (Fudenberg and Levine, 1992). If the perturbation has
full support on A(I), then for any n > 0, there exists A} such that for any
A1 < A3, any equilibrium payoff a of Player 1 in the perturbation of the game
G(r,, 1) with signals (I', I?) satisfies:

a > wl?(A, B) — 7.

Comments. 1. Note that since Player 1 does not have to monitor
Player 2, the signalling function /* can be arbitrary.

2. For the other cases, corresponding to Sections 4.4 and 4.5, the bound
is unchanged since we only use an individually rational (and not a best
reply) condition on Player 2’s payoff, hence 2 is irrelevant.

3. Similarly if u, = n and the perturbation has full support on
Player 1’s strategies in the n-stage game, the bound on her equilibrium
payoffs is wi2( A, B), which corresponds to the function wi? applied to the
normalized n-stage repetition of (A, B). (Note that now /* matters through
the definition of Player 1's strategy set).

6. SIGNALS AND REVELATION

6.1. Revelation and Full Support

Consider a repeated two-person game where again standard signalling
for Player 2 holds. Given a pair of strategies (o, 7), denote by P, ,, the
induced probability on (H, #,. ).

A straightforward but fundamental remark is that: as soon as 7 is com-
pletely mixed (given any history A, (k) has full support on J), for any
strategies o, o’ of Player 1, P(, ,,(C) = P . (C), for all CCH) implies
that o and ¢’ have the same reduced form (Recall that, following Shapley,
o and ¢’ have the same reduced form if they induce the same play given
any strategy 7.) in the N-stage game.

The same property holds when dealing with the probability induced on
the set of Player 2’s histories, H2 = (B x J)" as soon as the following
condition R (for revelation) holds:
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(1) 12 is revealing in the sense that: [2(x, y) = I?(x/, y) implies x = x/,
for all y, and:

(2) forany h € H? and i € I, 7(h) induces a distribution /*(i, 7(h))
with full support on the set A4 of signals of Player 1.

By continuity one obtains then the following crucial result for strategies
o, 0’ € 3y of Player 1 and 7 € 9 of Player 2 in the N-stage game:

Property 6.1 (Celentani et al. 1996). Assume [? revealing and (i,
7(h))(a) > >0, forallae A4, i eI, and h € H% Then, for any positive
p, there exists a positive ¢ such that:

(1) supccpz [Pio, n(C) = Por, ()] < &,
and

(2) 7 belongs to BR%(o)
imply that = belongs to BR3(d”).

Comment. This property precisely prevents Player 2 to play an almost
best reply to a conjecture while being far from a true best reply.

Two models exhibiting these features have been proposed: Aoyagi (1996)
considers a version of the game with “trembling hand” on the side of
Player 2 so that 7()(j) = n > 0 for all h € H? and all j € J. Celentani et
al. (1996) assume that /*(i, j) has full support on A for all (i,j) eI x J.

Consider now the repeated perturbed game and assume u, = N.
The structure of the proof to get lower bounds on Player 1's equi-
librium payoffs is as usual. Let (o, 7) be an equilibrium of the per-
turbed game G, n)(p, ). o is the perturbed strategy induced by o
and ¢, P (resp., Q) is the probability defined by (&, 7) (resp., (¢, 7)) on
H,=({xAxJxB)*.

Step 1. Let wy[h,y] (resp., enx[h,n]) be the strategy of Player 1 for the
next N stages, defined by P (resp., Q) conditionally to &,y € H2,. Then
7n(h,n) is a best reply to my[A,x] under P.

Step 2. We apply the merging results for P and Q on (H2, #%y).
Thus for almost all stages »n, with a high probability under Q one has:
|P(C|h,n) — Q(Clh,y)| small, for all C ¢ HZ,. In particular, using Prop-
erty 6.1, 7y (h,N) is an almost best reply to ox[/,x].

Step 3. The aim here is to define a perturbation ¢ independent of N
that would induce a payoff for Player 1 near the bound:

sy(A, B) = sup inf {ay(x,y); y € BR*(x)}.

i
T
xeSy YEIN
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6.2. s(A, B) and an Adapted Stackelberg Strategy

Define s(A4, B) to be the largest payoff of Player 1 feasible and compat-
ible with Player 2 ’s individually rational level. Formally one has

DEFINITION. Let F be the convex hull of the one stage payoffs {(A4
By); i€l jeJ}. Hence,

s(A, B) = max{a|(a, b) € F, b > val,(B)}.

ij>

To avoid technicalities we assume from now on the existence of a point
(a, b) € F with a > val;(A) and b > val,(B). We aim at constructing first
for any positive ¢, a strategy x of Player 1 in some finitely repetition Gy
such that for some positive n and any y € Iy ﬂBRf,(x) one has ay(x,y) >
s(A, B) — e. This shows in particular that sy (A4, B) converges to s(A, B).

In a game with standard signalling the strategy is essentially of the form:
follows a cyclical play #* achieving a payoff (a, b) with a > s(A, B) — ¢/2
and b > val,(B) and punish Player 2 in case of deviation. (One can, for
example, take an increasing sequence of payoffs for Player 2 along the
cycle to avoid late deviations).

In the current framework of Celentani et al. (1996), the payoffs could be
random (A;; is then defined as the expectation) and the moves are not ob-
servable. We assume nevertheless (in addition to the previous conditions on
[* and 2, see 6.1) that the signal to Player 1 contains his payoff. Hence she
can monitor Player 2 by constructing a strategy based on a sequence of tests
comparing his empirical payoff on blocks to the theoretical one (see Ce-
lentani et al. 1996). Moreover the constructed strategy s (s for Stackelberg)
will have the following robustness property:

Property 6.2 (Celentani et al. 1996). Given any positive &, there exists
Ny and a strategy s € 2, N, and a positive n, such that given any history
handany 7 € Iy BR%(s}i,[h]) with N > N, the payoff of Player 1 satisfies

ay(sylh], 7) = s(A4, B) — ¢,

where sy [/#] denotes the strategy for the next N stages, after history #,
induced by the play of s* which is s i.i.d.

In words this means that if Player 1 is using s*, then after any history
h, an approximate best reply of Player 2 to s* in a long enough game Gy
gives to Player 1 a payoff of almost s(A4, B).

6.3. The Result

Define %, to be the discretisation of width 1/M of the simplex of nor-
malized mixed strategies of Player 1 in the M-stage game. The perturbation
is complete if it has full support on the countable set 3* = J,, 3,. As usual
if x is selected, then x i.i.d. is played.
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Both results by Aoyagi (1996) and Celentani ef al. (1996) show that un-
der complete perturbation, if N is large and A; small the lower bound
on Player 1's payoff approaches s(A4, B). In fact in Step 3 above one can
choose ¢ in 2* arbitrarily near s satisfying Property 6.2. So that for most
blocks of length N and with high probability the best reply = to ¢ will be
an approximate best reply to ¢, hence an approximate best reply to s, so
that the average payoff of Player 1 will be near s(A4, B). For A, small, the
weight of the bad blocks vanishes hence the result. However the precise
conditions in both cases are quite different and described below.

In Aoyagi’s approach, given g, choose first a tremble 5 then a length of
Player 2’s life (to have Properties 6.1 and 6.2) and finally A; small enough
to get the result. In particular, assuming Player 1’s payoff undiscounted one
obtains:

PrOPOSITION 6.3 (Aoyagi, 1996). The payoff a of Player 1 in any trem-
bling hand perfect equilibria of G, y) with complete perturbation satisfies

a>c(N),
with
Nlim c¢(N) =s(A4, B).

On the other hand, Celentani et al. (1996) deal with a fixed noise in the
signals of Player 1 and they prove:

PROPOSITION 6.4 (Celentani et al. 1996). For any positive ¢ and any N,
there exist Xj(e, N) such that for any Ay < A} any equilibrium payoff a of
Player 1 in the game G, ) with complete perturbation satisfies

a>d(N)—e,
with:
Nlim d(N) =s(A, B).

Comments. 1. A similar result has been obtained by Celentani (1996)
in the framework w, = 1 with application to extensive games.

2. The same structure of proof works for w, = A, small enough. In
fact this is the original framework of both Aoyagi (1996) and Celentani et
al. (1996). One chooses then N large enough so that the weight on [1, N]
given A, is almost one and that the best reply (for the discounted payoff of
Player 2) still satisfies Property 6.2.

3. Recall that to get the bound s(A4, B) a condition on the length of
Player 2 is needed. If A, is too large, Player 1 has not enough time to
monitor Player 2 through her payoffs.
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4. The three bounds obtained up to now obviously satisfy:
m(A, B) <w(A, B) <s(A, B).

This shows that reputation effect could benefit from richer signals if their
meaning is clear and explicit. On the other hand to increase the set of
perturbations (and to allow enough stages for Player 2 to adapt) may be
worse for Player 1 if it is possible for Player 2 to hold wrong and durable
conjectures. A simple example where the bounds differ is given by

a B Y
a| (4,1)| (0,0 | (1,4

b1 (0,0) | (1,4) | (0,0)

where m(A, B) = 3, w(A, B) = 1, and s(A4, B) = 3.

7. REPUTATION AND COMPLEXITY

To summarize the results up to now:

— a lower bound, m(A4, B), on Player 1's equilibrium payoffs has
been obtained, which shows that reputation effects occur under very weak
conditions

— to make the reputation effect more profitable for her (in the sense
of increasing this lower bound), Player 1 has to instruct and monitor pre-
cisely Player 2. This is done by a process of transmitting and receiving in-
formation. When it is possible for Player 1 to reveal completely her strategy
(one case is when facing a Player 2 living for one stage like in Section 4.3.,
another way is to add noise which is the model in Section 6) then it is bet-
ter for him to face a patient Player 2 (either with a small discounted rate A,
or living for a large number of periods). In fact the situation is like a Stack-
elberg game where Player 1 is playing first hence she benefits from having
a larger strategy set. This way the best feasible and individually rational
payoff s(A, B) can be achieved.

A similar result has been obtained by Evans and Thomas (1997) with-
out noise in the signals but it requires nonstationary perturbations, more
precisely an unbounded hierarchy of punishments. Denote by % the set
of couples (4, x) where £ is a finite history in H and x a mixed move in
A(1). To each (h, x) € @ is associated a strategy ¢ = ¢(h, x) of Player 1
in the repeated game as follows. Write & = (h*, h?), where A’ corresponds
to the sequence of moves of Player i. Player 1 starts by obeying the main
path:play according to 4' in cycles as long as Player 2 plays according to
h? in cycles. After a first deviation of Player 2, Player 1 finishes the cycle,
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plays once x and starts the main path again. Inductively after the nth devi-
ation of Player 2, Player 1 finishes the current cycle of A%, plays » times the
mixed move x i.i.d. and reverts to the main path. (Note that the behavior
of Player 2 between a deviation and the end of the following “punishing”
phase is irrelevant).

Choose h* like in the construction of Section 6.2 (achieving an individu-
ally rational payoff (a, b) with a near s(A4, B)) and x minmaxing Player 2.
When facing ¢ = ¢(h*, x) Player 2 suffers longer and longer punishments
if she is not following A*. Since her payoff is discounted, if the number
of deviations is not bounded, the future expected payoff after some stage
would be basically 0. By merging, the payoff would be the same facing the
perturbed strategy while it would be better for Player 2 to use the alter-
native strategy: play a best reply to ¢, and get at least otherwise (if ¢ is
not played) her minmax. This property bounds the number of deviations of
Player 2 and allows Player 1 to force her to follow i* forever after finitely
many stages.

ProrosiTION 7.1 (Evans and Thomas, 1997). For any positive ¢ and p,
there exists (h,x) € 9 and A} such that given any A, < A3, there exists A}
such that for any Ay < A3, any equilibrium payoff a of Player 1 in the perturbed
game G, ,,(p, ¢(h, x)) satisfies:

a>s(A,B)—e.

Proof.  Given the game (A, B), let ¢ be a strategy of Player 1 in the
repeated game induced by (4, x) € & and such that:

— the average payoffs of Players 1 and 2 on a cycle of & satisfy
a(h) > s(A, B) — ¢/2 and b(h) > 0 = val,(B)

— b(x,y) <0forall y e A(J).

Define on the set of plays H,, the stopping time y; corresponding to
the first deviation of Player 2 with respect to ¢. Fj is the corresponding
set of histories (h € F, N H, if for any play i, x1(h, hy) = n) and %,
is the o-algebra generated by F;. We introduce also y,, the stopping time
corresponding to the second deviation of Player 2 w.r.t. ¢, %, the associated
o-algebra, and similarly x, and 7, for any n.

Given an equilibrium pair (o, 7), P and Q are defined as usual as the
probabilities induced by (&, 7) and (¢, 7), respectively, on (H,, #..). Re-
call that the initial probability of ¢ is p. We consider the merging properties
with respect to the filtration {Z,} and we use Lemma 2.5. Thus except on
a set of probability ¢, (the other histories are called regular) the number
of stages n where ¢, (P, Q)(f,) is greater than § is less than M (the other
stages are good).
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Assume £ of length N,. Let A5 be small enough so that the weight on N,
stages is at most & and A, < A; implies b, (h.) > b(h) — & for all cyclical
plays h., compatible with 4. Given such a A,, choose N so that the A,
discounted payoff of Player 2 after stage N is uniformly less than 8. This
implies that for n > N, the expected future payoff of Player 2 on an history
after the nth deviation, b,,(¢, 7)(f,) is at most 2.

Under Q, on the regular histories and on the good stages, merging gives
the following relation on payoffs: b, (o, 7)(f,) — by, (®, T)(f,)| < & + 28.
In particular, except on the set of nonregular histories, for all good stages
n > N, this implies b, (¢, 7)(f,) < 55. Call these stages losing.

Recall (see the proof of Lemma 2.5) that the probability under Q of the
histories on which the posterior probability of ¢ is at least fp, is greater
than (1 — ¢). Call such histories nice. Note that Player 2 can always expect
at least b(h) — & if facing ¢ and playing according to ~ and at least her
minmax, up to &, otherwise. Let thus ¢t = &; and choose & such that:

(b(h) — 8)pe; — (1 — pey)d > 56.

The equilibrium condition for Player 2 shows that a losing stage does not
exist on regular and nice histories. So that except on a set of probability
at most 2e4, the number of deviations of Player 2 under Q is uniformly
bounded by N + M. This implies that the cyclic path induced by # is played
in bounded time and for A, small enough a, (o, 7) > s(A, B) — 2/3e. One
finally gets the result by choosing ¢; < ¢/12. =

Comments. 1. The original proof of Evans and Thomas (1997) assumes
that Player 1 can punish Player 2 with a pure strategy (namely, the above
x is pure). Dealing with this class of games one can define a countable
set of perturbations (replacing A(I) by I in the definition of %), such that
Proposition 7.1 holds for any probability with full support on it.

Note that the proof only requires that both players identify a strategy ¢
adapted to s( A, B); as remarked by Evans and Thomas (1997) it is sufficient
that the signal contains her own payoff for each player.

The result extends to a sequence of finitely lived Player 2 if they live much
longer than the length of 4 and ¢ starts again cooperatively when facing a
new player, but keeps counting the deviations and punishes accordingly.

Finally the proof is inadequate for G, . since an undiscounted Player 2
can still expect a good payoff when facing ¢(#), whatever being the his-
tory h.

2. The class of perturbations used in the previous proof is necessar-
ily complex. A counterexample involving strategies generated by finite au-
tomata can be found in Cripps et al. (1996). However not only the class of
strategies is more complex (one could consider all x*, x being a strategy
in some finite repetition of the game), but each of the perturbations is so,
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since it needs an unbounded counter to recall the number of deviations.
This aspect is crucial in order to avoid a finite number of future feasible
payoffs given ¢(h), as h varies.

On the other hand, the strategies ¢ induced by % have the important
property that after any history 4, Player 2 can generate a finite history A’
such that ¢(Ah’) is the best for her among the strategies she could gener-
ate given ¢—which extends the property of the bounded recall strategies
of Aumann and Sorin (1989), see also the forgiving strategies of Watson
(1996).

8. FINAL COMMENTS

8.1. Reputation and Rationality

As observed by Watson (1993) and refined in Battigalli and Watson
(1997), see also Watson (1996), much less than the equilibrium notion is
needed for reputation effects to hold. One basically uses one level of ratio-
nalizability on the side of Player 2: the fact that she is playing a best reply
to some perturbed strategy o of Player 1. In particular one does not use
the fact that Player 1 is playing a best reply.

Moreover the results are very robust: it is enough that the required per-
turbation ¢ be present with a positive probability p to get the bounds on
payoffs.

Finally if one assumes, say in the discounted case, that with a small proba-
bility Player 2 may not be rational, all the results hold qualitatively provided
one works with e-consistency (Lehrer and Sorin, 1998): given any history
compatible with her strategy, Player 2 is still behaving rationally, i.e., max-
imizing the future payoff, with a high probability. On the other hand it is
easy to see that reputation may fail when facing an e-maximizing Player 2
with a large discount factor. (Note that from this point of view the situa-
tion is qualitatively different if Player 1 is facing a sequence of finite lived
Player 2).

8.2. Related Results

Celentani and Pesendorfer (1996) use the same logic in the framework of
dynamic games where the stage game may vary. In addition they introduced
a continuum of small players whose actions can neither be observed nor
influence the other payoffs—but they care about the state variable.

Relation between merging and equilibrium, but not in a reputation
framework, have been investigated by Kalai and Lehrer (1993a) and
Jackson and Kalai (1997).
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The main question in reputation effects is how Player 1 can transmit
some information to Player 2, especially on the strategy she is actually
playing: namely, how to reveal. A dual aproach is to investigate the behavior
of a Player 2 who wants to learn Player 1's strategy. In term of merging
this corresponds to the informational content of the strategy. A measure
through the maximal variation of the martingale of posterior probabilities
has been introduced by Stearns, see Aumann and Maschler (1995) and
Mertens et al. (Chapters V and VI, 1994).

8.3. Reputation on Both Sides

The extension of the current results to situations where uncertainty is on
both sides seems in general difficult.

In the discounted case, the order in which the discount factors were
chosen was crucial for the properties to hold: the informed player has to
adapt herself to the speed at which the uninformed player learns. Basically
Player 2 learns first (and the time she needs to learn is a function of his
own discount factor) and then, due to the established reputation, Player 1
gets good payoffs. In terms of interpretation, to emphasize this disymmetry,
it might be better to present the model as an infinite Player 1 facing a
sequence of Players 2 with finite life. In the undiscounted case one may
face nonexistence results, see Koren (1992) and Watson (1996). The hope
is to get advances in specific classes where revelation seems more natural,
like common interest games in the spirit of Aumann and Sorin (1989).
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