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de m’avoir encadré en thèse durant 3 ans, dans tout ce que cela implique professionnellement et
personnellement. Merci pour la pédagogie dont vous avez fait preuve : j’ai grandement apprécié
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Merci à Mathieu R. pour ses yeux plein d’étoiles.
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grandement motivé au sortir du Covid pour venir au bureau, et un florilège de bonnes décisions
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Introduction

That the powerful play goes on, and you may contribute a verse.
– Walt Whitman, “Oh Me! Oh Life!” in Leaves of Grass

Mathematicians study geometry for more than 2 500 years. Even though they may not be the
first to have explored such concepts, Greek scholars are renown for having introduced both the art
of the proof and the formalization of abstract geometry. In particular, polygons and polyhedra
seem to have held a very special place in their representation of the world.

Polygons, for instance, were at the heart of a burning controversy about the essence of Nature.
At first, integers were thought to be the natural numbers. Furthermore, as ratios of integers, the
rational numbers were also thought as perfect: a fraction is no more than two commensurable
(integer) lengths, that is two lengths that can be drawn as integer lengths in a well-chosen scaling.
Greek philosophers thought for a time that perfect objects can only involve such numbers, but
regular polygons seem to be perfect as well: nevertheless, the length of the diagonal of a square
with unit-length side is not a rational number, and more and more irrational numbers appear
when considering all regular polygons. This cataclysmic discovery led the majority of Greek
mathematicians and philosophers to accept constructible numbers as (somewhat) perfect, and to
state the famous three problems of Ancient history: trisecting the angle, doubling the cube, and
squaring the circle.

Besides, 3-dimensional studies were not outdone. Pythagoras, and his school after him, dis-
covered the tetrahedron, the hexahedron (a.k.a. the cube), and the dodecahedron. Later on,
Theaetetus constructed the two last of the five Platonic solids, namely the octahedron and the
icosahedron. Plato, in the Timaeus, associated each of these five polyhedra with an element:
Fire (tetrahedron), Earth (cube), Air (octahedron), Water (icosahedron), and the element “the
demiurge used for arranging the constellations on the whole heaven” (dodecahedron).

The Greek history of geometry is synthesized by Euclid. Books IV and XIII of his famous
Elements (Στoιχεια) are devoted to regular polygons and regular polyhedra, respectively. He
proved numerous and numerical relations between these objects, gave explicit constructions, stated
and solved problems and puzzles. In his honor, the name Euclidean geometry has ever since
designated the usual geometry (which was the only existing one before the Euclid’s fifth postulate
was put into question, and Gauss defined non-Euclidean geometries).

Researches around polygons and polyhedra have never stopped since, and it is hard to find a
great mathematician that has spoken no word about them. On top of that, polyhedra are among
the very few abstract mathematical objects to make repeated appearances in Arts and Letters.
To begin with, not only did Plato give his solids a central role in his cosmogony, but Johannes
Kepler, in his Mysterium Cosmographicum, also thought that the distances between the planets
in the solar system were explained by the possibility to circumscribe Platonic solids around each
of their orbits. He soon abandoned this idea when realizing planet’s orbits were not circular.
Architecture obviously benefited from the study of plane and spacial geometry, while making
contributions to it. Especially, it is worth mentioning the Grande Arche de La Défense, designed
by Johan Otto von Spreckelsen as a gigantic 3-dimensional embodiment of a 4-dimensional cube.
Painting as well, above all during the Renaissance period, was largely inspired by plane geometry
and the symmetry regular polygons and polyhedra exhibit. Albrecht Dürer famously portrayed an
eponymous polyhedron in Melancolia I, and Platonc solids appear in the Portrait of Luca Pacioli
from Jacopo de’ Barbari. Even music is imbued with geometry: the Timaeus is a dialogue on
music, and the recent piece Polytopes from Iannis Xenakis is constructed thanks to polytopal ideas.

By dint of all these cultural occurrences, polyhedra are well known to the public. It is then quite
remarkable that the research on polygons, polyhedra, and polytopes, is still greatly flourishing:
after thousands of years and thousands of contributors, some questions are still open, and new
exciting ones keep being thought of.

Such a keen interest for polyhedra may be explained by their duality. Indeed, polyhedra are
both simple to define, and rich in the behaviors they can express; they are sitting on the fence
between concrete numerical geometry and purely abstract topology; they are drawn and visualized
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by everyone but elementary properties can be hard to prove; they seem alighting from the realm of
ideas, although they can be directly encountered in nature (from capsids of viruses to furnishing).
If this has participated in draping polyhedra with a mystical allure, it has also exerted a prolific
fascination on numerous mathematicians. In particular, the help of modern computers have greatly
improved our capacity to construct polyhedra and play with them, leading to numerous conjectures
and open problems. In return, the discrete nature of computer science’s problems has paved the
way for a large panel of new challenges and applications of polyhedral geometry.

The main objects of the present manuscript are polytopes: a polytope is defined as the convex
hull of finitely many points in the Euclidean space Rd. As such, polytopes are the generalization of
polygons and polyhedra to higher dimensions. In this thesis, I will try to unveil some links between
the geometric aspects of polytopes and their combinatorial behaviors. We give hereafter a precise
description of the context each chapter contributes to, and the new results proven. Two concepts
will be at the center of this polytopal journey: generalized permutahedra and linear programs.

The first notion arises from the systematic research of the combinatorial properties of polytopes,
which have played a great role in the development of the field since their (re)popularization during
the 20th century, see [Grü03, Zie98] for the history of the subject. Polytopes naturally come
with various combinatorial properties: foremost, one can try to understand their faces (which are
themselves polytopes), and how its faces are included one in another, leading to the definition of
the face lattice of a polytope. If exploring the face lattice of a polytope is already fascinating,
the reverse question turns out to be even more fecund: given a combinatorial structure, how to
construct a polytope to embody it? An epitome of such quest is surely the construction of the
permutahedron. Discovered by Schoute in 1911 [Sch11], the vertices of the permutahedron are in
one-to-one correspondence with the permutations. Moreover, the faces of it can be labelled by the
ordered partitions, while its (oriented) graph naturally describes the Bruhat order on permutations.

But this is only the tip of the iceberg: the permutahedron can be deformed (in a sense that
will be made clear in Section 2) to create generalized permutahedra. Originally defined by Ed-
monds [Edm70] under the name polymatroids, their rediscovery by Postnikov in 2009 [Pos09] was
the starting point of a myriad of researches. In particular, various combinatorial families can
be encapsulated in the combinatorics of certain generalized permutahedra. A first example is
the (hyper)cube whose vertices are in bijection with binary sequences, and help for instance to
understand Hamming codes [Ham50]. Besides, the matroid polytopes also arises as generalized
permutahedra [ABD10, Ard21], and play an important role in the search for Minkowski indecom-
posable generalized permutahedron. But the one and foremost example of generalized permuta-
hedra is probably the associahedron: known as the “mythical polytope” [Hai84] and introduced
by Tamari [Tam51] and Stasheff [Sta63], its first realizations were given by Milnor (unpublished),
Haiman [Hai84], Lee [Lee89], and then Loday [Lod04, PSZ23]. Its combinatorics encapsulate
the one of Catalan families, that is to say triangulations of a polygon, binary search trees, sub-
partitions of the staircase partition, non-crossing arborescences, etc. The realization of the associ-
ahedron as a generalized permutahedron allows for numerous links between the combinatorics of
permutations and Catalan families, this is nowadays the subject of an abundant literature ranging
from mathematical physics [AHBHY18] to cluster algebra [FZ02] and moduli space [Sta63, Kel01].

On top of that, the set of generalized permutahedra is not only a list of relevant examples, it
is also endowed with its own structure: it forms a cone, called the submodular cone. This cone is
the type cone of the permutahedron, in the sense of McMullen [McM73], and as such have been
studied from a wide variety of perspectives: for instance, the name submodular cone comes from
the notion of diminishing returns in economy [JKS22], while in the domain of toric varieties, it is
known as the numerically effective cone [CLS11]. Furthermore, it is the natural (and universal)
setting for the construction of a Hopf monoid of polytopes [AA17]; it appears in the study of the
Grassmannian, especially in positive geometry [AHBL17, LP20], and the amplituahedron program
(with links to mathematical physics) [AHT14, AHBC+16].

On the other side, linear programming delves into the geometrical aspects of polytopes. Opti-
mization is known for being a supremely useful but notably difficult theory, and linear optimization
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encompasses the optimization problems in which both the constraints and the quantity to optimize
are linear in the involved variables. This kind of problems originally appeared for logistic grounds:
Dantzig [Dan63] was working for the U.S. Air Force in 1947 when he introduced the general con-
cept, and Kantorovich already thought about some specific cases in 1939 for the timber industry of
U.S.S.R. However, the field grew only slowly at first, until two crucial breakthroughs: Kantorovich
and Koopmans earned the Nobel Prize of Economy in 1975 for their work on resource allocation,
and computers became a growing part of the organization of our civilizations throughout the end
of the century.

There are several methods to solve a linear problem, among which some are known to be of
polynomial complexity (see [MG07, Chapter 7] and [RTV05, DNT08]), but the original method,
which is still of prime importance, is the simplex method, whose complexity class is not fully
understood for now [KM72, DS14]. The simplex method can be thought of as the counterpart
of the Gaussian elimination, but when dealing with linear inequalities (and a linear functional to
optimize). In broad, the key idea is to consider the set of solutions of your system of inequalities
as a polytope (or an unbounded polyhedra), and to jump from one vertex onto one of its neigh-
bors, increasing the value of the linear functional at each step. This method will end at a point
maximizing the linear functional, thanks to the convexity of the polytope. Nevertheless, one needs
to set up a rule on how to choose the neighbor to jump onto: this is the pivot rule. Pivot rules and
how to elect the right one have been written about extensively (see [MG07, APR14, DS14, FS14]
among many other), and we certainly do not intend to fully answer this question here.

Instead of taking a computer science approach, the point of view we would like to develop on
the simplex method centers around its combinatorial behavior: given a polytope and a direction,
what can be said about the structure of the set of (edge) paths on the polytope that are increasing
for this direction? There are several ways to understand (and to tackle) this question. When
focusing on the worst case scenario, it is natural to explore monotone paths [AER00, BLL20],
and even monotone path polytopes [BS92, ALRS00, MSS20, BL21], while new works focus on
the whole decision tree that a (memory-less) pivot rule gives rise to, and construct several pivot
rule polytopes [BDLLS22, BDLLSon]. Among the pivot rule polytopes, the max-slope pivot rule
polytope is a generalization of the monotone path polytope, moreover, the latter is a deformation
of the first.

In addition, the pivot rules that max-slope pivot rule polytopes and monotone path polytopes
casts about, namely the max-slope pivot rules (a generalisation of shadow vertex rules), echo more
algebraic researches. More precisely, fiber polytopes were defined by Billera and Sturmfels [BS92]
to understand both projections and subdivisions of polytopes. While pivot rules address edge
paths on polytopes, fiber polytopes aim at encompassing triangulations which can be thought of as
their higher-dimensional counterpart. This construction opened the door to new ways of thinking
about classical polytopes: for instance, the permutahedron is the monotone path polytope of the
cube [BS92], and the fiber polytope for the projection from a simplex is deeply linked to the
triangulations of points configuration through the secondary polytope of Gelfand, Kapranov and
Zelevinski [GKZ90, GKZ91]. Furthermore, it led to fruitful developments in a wide variety of
research areas such as convex geometry [Est08, Mer22], type B Coxeter associahedron [Rei02], and
even power series [McD95].

In this manuscript, we study on the one hand generalized permutahedra and the submodular
cone, and on the other hand max-slope pivot rule polytopes and fiber polytopes. Although the
domains undeniably interact all along the present thesis, ideas coming from one side being steadily
applied to the other, the pre-eminent result creating a neat bridge between these two realms is
Section 3.3: we state that the combinatorial behavior of the class of max-slope pivot rules can be
handled more easily by embedding the question inside the realm of generalized permutahedra. We
hope that such a new insight may open the way to a better understanding of (memory-less) pivot
rules.

The rest of this introduction details the content of the present thesis, especially the contexts
and results of each following section.
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Section 1 is dedicated to a short introduction to the basic notions we will need on polytopes,
order theory and linear programming. The three main chapters (Sections 2 to 4) begin by their
own preliminaries, before presenting two new results. For each result, we have implemented the
key objects thanks to the open source software Sage. We end each sub-section by discussing these
implementations and putting some light on possible mathematical perspectives.

After the preliminary Section 1, each chapter can be read independently, even though they
are thought to be read in order. Likewise, inside each section, the first sub-section shall be read
first, but the two others can be read independently. Note however that Section 4.3 deeply relies
on Section 3.2.

Section 1: Preliminaries. The reader probably already knows what is presented in this introduc-
tory chapter. The crucial definitions are highlighted so he or she can swiftly consult them and
look at the figures. Yet, we may emphasize some key elements:
• Partially ordered sets: The notion of pre-orders is probably the less known among the presented

notions, while ordered partitions and permutations are the most important ones.
• Polytopes: The definition of polytopes, faces and lattices of faces are of prime importance, but
the dual notion of fans and normal fans is more central in this thesis. The examples, especially
the permutahedron and the associahedron, will be the key objects for the next chapters.

• Linear programming: As this thesis is not about linear programming itself, its presentation will
be succinct and only aims at giving a different yet enlightening point of view on the geometry
of polytopes.

Section 2: Deformations of polytopes. The first main section is devoted to the study of deforma-
tions of polytopes. A deformation of a polytope P can be equivalently described as (i) a polytope
whose normal fan coarsens the normal fan of P [McM73], (ii) a Minkowski summand of a dilate of
P [Mey74, She63], (iii) a polytope obtained from P by perturbing the vertices so that the directions
of all edges are preserved [Pos09, PRW08], (iv) a polytope obtained from P by gliding its facets
in the direction of their normal vectors without passing a vertex [Pos09, PRW08]. A sequence
of deformations is illustrated in Figure 10. The deformations of P form a polyhedral cone under
dilation and Minkowski addition, called the deformation cone of P [Pos09]. The interior of the
deformation cone of P, called the type cone [McM73], contains those polytopes with the same
normal fan as P. When P is a rational polytope, it has an associated toric variety [CLS11], and
the type cone (also known as the numerically effective cone or nef cone) encodes its embeddings
into projective space [CLS11, Sect. 6.3]. Among the different ways to parametrize and describe the
deformation cone of a polytope P (see e.g. [PRW08, App. 15]), we use the parametrization by the
heights corresponding to the facets of P and the description given by the wall-crossing inequalities
corresponding to the edges of P [CFZ02]. While this inequality description is immediately derived
from the linear dependencies among certain normal vectors of P, it is in general more difficult to
extract the irredundant facet inequality description of the deformation cone.

Fundamental examples of deformations of polytopes are the deformed permutahedra (a.k.a. gen-
eralized permutahedra or polymatroids) studied in [Edm70, Pos09, PRW08], which are classically
parametrized by submodular functions. The set of deformed permutahedra is the set of defor-
mations of the standard permutahedron. As such, it forms a cone, namely the submodular cone.
In the present thesis, we give the facet-description of some faces of the submodular cone. The
key idea lies in the following fact: if Q is a deformation of P, then the deformation cone of Q is
a face of the deformation cone of P, see Section 2.1. As numerous deformations of the standard
permutahedron are already well studied, this fact grants us access to faces of the submodular
cone. We present two new results in this domain: the facet-description of the deformation cone of
graphical zonotopes in Section 2.2, and the facet-description of the deformation cone of nestohedra
in Section 2.3. Moreover, we characterize which graphical zonotopes and which nestohedra have
a simplicial type cone.

Section 2.2 is directly adapted from our paper [PPP22b] (accepted for publication), while
Section 2.3 is adapted from our published paper [PPP23].
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Section 3: Max-slope pivot rule polytopes. The second main section is dedicated to max-slope
pivot rule polytopes. For solving linear programs, the simplex method has been used since its
introduction by Dantzig [Dan63]. This algorithm was not only used for numerical computing, it
also brought new understanding to the combinatorial and geometrical problems, such as finding
a flow in a graph or the largest circle in a polygon [MG07]. The simplex method requires a pivot
rule to guide the consecutive choices that are to be made. Understanding pivot rules is crucial to
discuss the complexity of the simplex method [KM72, APR14, DS14, FS14]. An important class
of pivot rules are the max-slope pivot rules, introduced in [BDLLS22] to generalize the shadow
vertex rule. A given max-slope pivot rule is encoded by the arborescence (directed tree) it induces
on the graph of the feasibility domain. Remarkably, when the feasibility domain is a polytope P,
the combinatorial behavior of the max-slope pivot rules can be captured by the face lattice of a
polytope, called the max-slope pivot rule polytope of P.

These polytopes are not yet well understood. The case of the standard cube has been de-
tailed in the original article [BDLLS22], and the simplex will be dealt with in the upcoming
[BDLLSon]. In the present thesis, we explore in Section 3.2 the max-slope pivot rule polytope
of the cyclic polytopes, that we call cyclic associahedra, helped by ideas developed in [ALRS00]
for fiber polytopes between cyclic polytopes. They generalize the standard associahedron Asson
defined in Section 1.2.4, and their genesis prompts a natural complexity parameter on Catalan
families (parenthesizations, binary search trees, triangulations of polygons...).

Moreover, generalized permutahedra will step again into play in Section 3.3, and prove them-
selves a powerful framework to analyze max-slope pivot rule polytopes. The key idea of this part is
to realize that comparing slopes of line segments between points amounts ultimately to comparing
real numbers, and consequently to wander inside the braid fan (the normal fan of the permuta-
hedron). This shed a new light on max-slope pivot rule polytopes, linking them with generalized
permutahedra, and help us understand their behavior with respect to products of polytopes. We
conclude this part by constructing the max-slope pivot rule polytopes of products of simplices.
Thanks to the work of Chapoton and Pilaud [CP22] on shuffle products of generalized permuta-
hedra, we show that the max-slope pivot rule polytope of the product of simplices is the shuffle
product of the max-slope pivot polytope of each involved simplex. Furthermore, we explicit a
piece-wise linear transformation from the max-slope pivot rule polytope of a simplex to the stan-
dard associahedron of Loday [Lod04], and point out that several basic examples of products of
simplices gives rise to known polytopes, e.g. multiplihedra and constrainahedra.

Section 4: Fiber polytopes. The third main section focuses on fiber polytopes. In their seminal
paper, Billera and Sturmfels [BS92] introduced and studied fiber polytopes, which have since
proven to be a powerful tool to understand both projections and subdivisions of polytopes. It
has also found applications in algebraic geometry [McD95], and theoretical physics as part of the
amplituhedron program [GPW19, AHHST22]. In particular, numerous famous polytopes can be
realized as fiber polytopes, prominently permutahedra, associahedra, and some other generalized
permutahedra naturally appear [BS92, ALRS00, Rei02, LRS10], and new constructions come to
enrich the subject, such as fiber bodies [Est08, Mer22], or (partial) sweep polytopes [PP22].

However, fiber polytopes are hard to compute in general. In their original paper [BS92],
the authors link the fiber polytopes to secondary polytopes defined by Gelfand, Kapranov and
Zelevinsky in [GKZ90, GKZ91], the vertices of which are in bijection with triangulations of a
point configuration. On top of that, when one projects a polytope P onto a segment of direction c,
the associated fiber polytope is the monotone path polytope of P in direction c: its vertices
are in bijection with the monotone paths that the shadow vertex rules follow to go from the
minimal vertex to the optimal one (i.e. from v ∈ P that minimizes ⟨v, c⟩ to v ∈ P maximizing
it). Billera and Sturmfels constructed the monotone path polytopes of simplices and cubes, while
recent articles solved the cases of cyclic polytopes [ALRS00], and cross-polytopes [BL21] and more.
Section 4.2 centers on the monotone path polytopes of hypersimplices. We connect monotone paths
on an hypersimplex with the realm of lattice paths, and conclude by giving some arguments in
favor of log-concavity of the number of (coherent) monotone paths sorted by length, which was
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conjectured by Jesús de Loera (for all polytopes).
Numerous works on fiber polytopes either deal with projections onto a segment (i.e. monotone

path polytopes), or examine the general case. In Section 4.3, thanks to the ideas elaborated in
Section 3.2 and [ALRS00], we tackle the fiber polytope for the projection of the cyclic polytope of
dimension d onto the cyclic polytope of dimension 2.
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1 Preliminaries

All things are difficult before they are easy.
– Thomas Fuller

1.1 Partially ordered sets

This thesis is not on partially ordered sets, but some basic knowledge of order theory is necessary to
understand combinatorial polytope theory, and especially the combinatorics of the permutahedron,
see Section 1.2.3. For this reason, we will define in this section the notions of partially ordered
sets, lattices, pre-orders and ordered partitions. These notions are presented for the sake of
completeness and self-containment, and the reader, surely well aware of them, shall focus on
pre-orders and ordered partitions.

We denote [n] := {1, . . . , n} ⊂ N for n ≥ 1, and [i, j] := {i, . . . , j} ⊂ N for integers i < j.

Definition 1.1. A binary relation on a set E is a subset E of E×E, and we denote R(x, y) instead of
(x, y) ∈ E . A binary relation is total when

(
R(x, y) or R(y, x)

)
for all x, y ∈ E, and we emphasize

its possible non-totality by calling it partial in the general case. A binary relation is
1. reflexive when, for all x ∈ E, R(x, x).
2. symmetric when for all x, y ∈ E, if R(x, y) then R(y, x).
3. anti-symmetric when for all x, y ∈ E, if R(x, y) and R(y, x) then x = y.
4. transitive when for all x, y, z ∈ E, if R(x, y) and R(y, z) then R(x, z).
A binary relation is called:

(a) a pre-order relation when it is reflexive and transitive.
(b) an equivalence relation when it is reflexive, symmetric, and transitive.
(c) an order relation when it is reflexive, anti-symmetric and transitive.

A partially ordered set or poset is a couple (E,R) where R is a (partial) order relation on E.

To a pre-order R, we associate an equivalence relation S with S(x, y) =
(
R(x, y) and R(y, x)

)
.

This creates a partition of E into equivalence classes cl(x) := {y ∈ E ; S(x, y)}. On the set
of equivalence classes, R induces a pre-order R defined by R

(
cl(x), cl(y)

)
= R(x, y). With this

definition, R is not only reflexive and transitive, but also anti-symmetric. When denoting a
pre-order by the infix notation ≼, we will denote its equivalence relation by ≃ and introduce
x ≺ y :=

(
x ≼ y and not x ≃ y

)
. We will also slightly abuse notations by denoting again ≼ the

partial order associated on the set of its equivalence classes.
In a poset (E,≼), an element y covers an element x when x ≺ y and there exists no z ∈ E

with x ≺ z ≺ y. A poset is graded when it can be endowed with a rank function r : E → N such
that r(y) = r(x) + 1 when y covers x.

We say that a pre-order ⊴ extends a pre-order ≼ when if x ≼ y, then x ⊴ y. This extension
shall be thought of as adding an order relation between some pairs (x, y) that are not already
ordered by ≼.

The dual of a poset (E,≼) is the poset (E,≽) where x ≽ y if and only if y ≼ x.

Definition 1.2. In a poset (E,≼), the meet of two elements x, y ∈ E is, when it exists, the unique
maximum x∧y of the elements that are less than both x and y: x∧y = max{z ∈ E ; z ≼ x, z ≼ y}.

The join of two elements x, y ∈ E is, when it exists, the unique minimum x∨ y of the elements
that are greater than both x and y: x ∨ y = min{z ∈ E ; x ≼ z, y ≼ z}.

A poset is a lattice when every pairs of elements have a meet and a join.
A lattice (L ,≼) always has a minimum element called 0 by convention, and a maximal element

called 1 by convention. An atom is an element that covers 0, and the lattice is atomic1 when all
its elements can be written as a join of atoms. A co-atom is an element that is covered by 1, and
the lattice is co-atomic1 when all its elements can be written as a meet of co-atoms.

The dual of (L ,≼) is the poset (L ,≽). It is a lattice called its dual lattice.

1Some authors prefer the term (co-)atomistic, saving the word (co-)atomic for another property.
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Definition 1.3. An ordered partition is an ordered collection of sets I1 ≺ · · · ≺ Ik that partition [n],
i.e. Ii ∩ Ij = ∅ for all i ̸= j and

⋃
i Ii = [n]. Dually to ordered partitions, we define an (integer)

surjection as a map σ : [n] → [k] with k ≤ n such that for all a ∈ [k], σ−1(a) ̸= ∅. The collection
Ia := σ−1(a) for a ∈ [k] form an ordered partition where Ia ≼ Ib when a ≤ b. When k = n, the
surjection is a bijection, and the ordered partition is the corresponding permutation.

A surjection σ naturally induces a total pre-order on [n] by i ≼ j when σ(i) ≤ σ(j).

1.2 Polytopes

Polytopes are beautiful objects, they are going to be at the heart of the present thesis. The aim
of this section is to introduce the basic definitions and properties of polytopes that will be used
all along this thesis. For a complete presentation on polytopes, the reader is invited to look at the
wonderful Lectures on Polytopes of Ziegler [Zie98]. As what we state here are known theorems,
we will mainly refer to the literature for proofs.

Polytopes come, foremost, as objects embedded in the Euclidean space Rd. Vectors of Rd will
usually be denoted in bold font like x ∈ Rd, and their coordinates are the real numbers x1, . . . , xd.
We denote the standard basis of Rd by (e1, . . . , ed), and for x,y ∈ Rd, the standard scalar product

is ⟨x,y⟩ :=∑d
i=1 xiyi.

Definition 1.4. A polytope P is the convex hull of a finite number of points in Rd:

P = conv{v1, . . . ,vn} =

{
x ∈ Rd ;

x =
∑n

i=1 λivi

∀i, λi ≥ 0 and
∑n

i=1 λi = 1

}

This endows polytopes with a first manifestation of duality, coming from the duality of Rd as
a Euclidean space: sharing a linear dependency is equivalent to being orthogonal to a vector.

Definition 1.5. For a vector a ∈ Rd ∖ {0} and a constant b ∈ R, the affine hyperplane H(a,b)

associated is H := {x ; ⟨x,a⟩ = b}. An open half-space is the open component of Rd ∖ H
where H is an affine hyperplane of Rd. A closed half-space is a closure of the latter. We denote
H+

(a,b) := {x ; ⟨x,a⟩ ≥ b} and H−
(a,b) := {x ; ⟨x,a⟩ ≤ b} the two possible closed half-spaces.

Theorem 1.6. (Minkowski–Weyl, see [Zie98, Theorem 1.1]). A polytope is a bounded intersection
of closed half-spaces: There exist v1, . . . ,vn ∈ Rd such that P = conv{v1, . . . ,vn} if and only if
there exist a1, . . . ,am ∈ (Rd)m and b1, . . . , bm ∈ Rm such that P is bounded and:

P =
m⋂

j=1

H−
(aj ,bj)

=
{
x ∈ Rd ; ∀i, ⟨x,aj⟩ ≤ bj

}

Figure 1 illustrates this ambivalence. In the upcoming concept of duality, the notion of dimen-
sion and faces will play a role.

Definition 1.7. The dimension of P is the dimension of its affine hull, denoted dim(P).

Note that the dimension of a polytope is not necessary the dimension of the Euclidean space it
is embedded in. Indeed, it often comes in handy to embed a polytope in an affine subspace (often
a hyperplane) of Rd, see for instance Section 1.2.3.

Definition 1.8. A face of a polytope P is a subset of P with, for some c ∈ Rd, the form:
Pc = {x ∈ P ; ⟨x, c⟩ = maxy∈P ⟨y, c⟩}. The polytope P itself is a face of P (with c = 0),
and by convention ∅ is a face of P.

For a given direction c ∈ Rd, as P is compact (it is convex and bounded), the maximum δ of
y 7→ ⟨y, c⟩ is attained on P, so the above is well-defined and non-empty. Moreover, the face Pc

trivially satisfies Pc = H(c,δ)∩P = H+
(c,δ)∩H−

(c,δ)∩P. The Minkoswki–Weyl theorem then ensures:

Proposition 1.9. Every face of P is a polytope.
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Figure 1: (Left) A polytope defined as a (bounded) intersection of half-spaces, the facet-defining
ones being in blue, while black inequalities are redundant; (Right) the same polytope as the convex
hull of a finite set of points, vertices are in red and edges in blue, while black points are redundant.

A hyperplane H such that H ∩P is a face of P will be called a valid hyperplane. Nevertheless,
such a hyperplane does not necessarily appear in the description of P as a bounded intersection
of half-spaces: a valid hyperplane sometimes shares with P a lower dimensional intersection. The
dimension of a face F of P is the dimension of F as a polytope (i.e. the dimension of its affine hull).
By convention, the empty face ∅ has dimension −1.

This naturally leads to ordering the set of faces of P by inclusion.

Theorem 1.10. ([Zie98, Theorem 2.7]). The face lattice L (P) of P is the set of faces of P ordered
by inclusion. It is a graded, atomic, co-atomic lattice with rank function F 7→ dim(F) + 1. The
meet of two faces F and G is F ∩ G (while the join has no straightforward description).

The faces of dimension 0, (i.e. the atoms of L (P)) are the vertices of P, while the faces of
co-dimension 1 (i.e. co-atoms of L (P)) are the facets of P. The faces of dimension 1 are called
edges of P, and the graph GP whose vertices are the vertices of P and whose edges are the edges
of P is the graph of P.

The set of vertices of P, denoted V (P), is the unique set of extremal elements of P as a convex
set, hence P = conv

(
V (P )

)
. The latter is called the vertex-description of P. In a dual fashion,

the set of facets H(P) gives the unique minimal description of P as a bounded intersection of
half-spaces. Such description is called the facet-description of P.

On that account, the description of a polytope comes across two mathematical challenges that
can be solved on the algorithmic level but remain hard in high dimensions. On the one side, when
a polytope is handled as a convex hull of points or as a set of linear inequalities, then extracting
an extremal set from it is often arduous. On the other side, computing the vertex-description
from a facet-description or the reverse can turn out to be convoluted (see the Fourier–Motzkin
elimination of [Zie98, Chapter 1]).

The second notion of duality arises from a subtle embodiment of the above duality into the
realm of lattices. Recall that the dual of a lattice is the lattice defined on the same set by reversing
the order relation.

Theorem 1.11. ([Zie98, Section 2.3]). The dual lattice of L (P) is (isomorphic to) the lattice of
a polytope. Especially, for P△ := {c ∈ Rd ; ⟨c,x⟩ ≤ 1 for all x ∈ P}, the lattice L (P△) is
anti-isomorphic to L (P).
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Though prodigious, this fact will not be at the center of the current thesis, but it invites us to
introduce the following.

Definition 1.12. A polyhedral cone2 C is the positive span of finitely many vectors, meaning there
exists v1, . . . ,vm ∈ Rd such that:

C =

{
m∑

i=1

λivi ; ∀i, λi ≥ 0

}

One can define the notion of faces for cones the same way as for polytopes.
A polyhedral cone is simplicial when v1, . . . ,vm are linearly independent. It is then a cone

over a simplex (see Section 1.2.1), and all its faces are simplicial polyhedral cones.

Definition 1.13. A fan F in Rd is a collection of polyhedral cones of Rd such that if C ∈ F then
all faces of C belong to F , and the intersection C∩C′ is a face of both C and C′ when C,C′ ∈ F .A
fan is:
• complete when it covers Rd, that is

⋃
C∈F C = Rd.

• essential when none of its cones contains a line, that is {0} ∈ F .
• simplicial when all of its cones are simplicial.
• polytopal when it is the normal fan of a polytope.

The face lattice of a fan is the set of its cones, ordered by inclusion. For a polytope P, the
poset of faces of its normal fan NP is anti-isomorphic3 to its own face lattice L (P).

A fan G coarsens a fan F when the cones of G are unions of cones of F . Conversely, in this
setting, F refines G.

Definition 1.14. For a face F of a polytope P, its normal cone is N (F) = {c ∈ Rd ; Pc = F}. The
normal fan of the polytope P is the collection NP =

(
N (F) ; F face of P

)
.

Fans and normal fans, among other appearances, will be at the heart of Sections 2 and 3.3.
Given a graded, atomic and co-atomic lattice, it is NP-hard to decide whether it is the lattice of
a polytope. Notwithstanding, deciding if a fan is polytopal amounts to finding a solution to a set
of linear inequalities, which is far easier. The notion of normal fan is more precise than the one of
face lattice: two polytopes can share the same face lattice without sharing their normal fan. This
gives a first hint of what it can mean for two polytopes to be “the same”:

Definition 1.15. Two polytopes P and Q are said to be:
• combinatorially isomorphic or combinatorially equivalent when L (P) ≃ L (Q).
• normally equivalent when NP = NQ.
• affinely equivalent when there exists an affine transformation L such that Q = L(P).

Obviously, affine equivalence implies combinatorial equivalence, and normal equivalence also
implies combinatorial equivalence. But the converse does not hold, and affine equivalence does
not imply normal one (rotations are not allowed in normal equivalence, for instance).

An important operation on polytopes is the Minkowski sum. Although the construction is
simple to describe in the setting of convex set, the faces are more easily accessed in the framework
of normal fans. This gives rise to a simple but non-trivial behavior that allows us to encapsulate
various combinatorics, see Sections 1.2.3 and 2 and Figures 28 and 58 for instance.

Definition 1.16. The Minkowski sum of two polytopes P ⊂ Rp and Q ⊂ Rq is the polytope:

P+ Q := {p+ q ; p ∈ P, q ∈ Q}

A zonotope is a Minkowski sum of segments.

2All the cones in the present thesis will be polyhedral, except if specified else way.
3The face lattice of NP needs to be completed by a top element for this anti-isomorphism to hold.
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Figure 2: The standard simplices for dimension d = 0, 1, 2, 3 and 4 (from Left to Right). Each
face is labelled by the corresponding subset of [d]. The 4-dimensional standard simplex (Right) is
depicted thanks to its Schlegel projection.

It is immediate to see that the vertices of P + Q are among the possible sums v +w for v a
vertex of P and w a vertex of Q (the reversed inclusion is false in general), that is:

V (P+ Q) ⊆ {v +w ; v ∈ V (P), w ∈ V (Q)}

The normal fan NP+Q of P+ Q is the common refinement of NP and NQ, meaning that:

NP+Q = {C ∩ C′ ; C ∈ NP, C′ ∈ NQ}

The rest of this section will be devoted to presenting some special yet universal polytopes.

1.2.1 Simplex

A d-simplex is the convex hull of d + 1 affinely independent points. A d-simplex is
d-dimensional, has d + 1 vertices, d + 1 facets, and

(
d+1
k

)
faces of dimension k. Each face of

dimension k is itself a k-simplex. The face lattice of a simplex is (isomorphic to) the lattice of
subsets of [d+ 1], called the boolean lattice, see Figure 2. Hence, it is a self dual lattice.

The standard simplex of Rd+1 is∆d := conv{e1, . . . , ed+1} where (e1, . . . , ed+1) is the canonical
basis of Rd+1. Note that the ∆d has dimension d even if it lives in dimension d+ 1.

1.2.2 Cube

The standard cube of Rd is the convex hull □d := conv
{∑

i∈I ei ; I ⊆ [d]
}
where [d] = {1, . . . , d}.

It is d-dimensional, has 2d vertices and 2d facets. Its facet-description is given by the 2d inequalities
□d =

⋂d
i=1{x ∈ Rd ; 0 ≤ ⟨x, ei⟩ ≤ 1}. Each k-dimensional face of a standard cube is (normally

equivalent to) a standard cube, see Figure 3. A d-dimensional cube is a polytope combinatorially
equivalent to the standard cube.

The standard cube is a zonotope as □d =
∑d

i=1[0, ei]. Moreover, any Minkowski sum of
d linearly independent segments is a d-dimensional cube. Note also that all zonotopes arise as
projections of the standard cube, see [Zie98, Section 7.3].

1.2.3 Permutahedron

The permutahedron Πn is defined as the convex hull Πn = conv

{(
σ(1)

.

.

.
σ(n)

)
; σ ∈ Sn

}
⊂ Rn

where Sn is the set of all permutations of {1, . . . , n}. The permutahedron is a zonotope as it
is the translation of

∑
i<j

1
2 [ei − ej , ej − ei] by the vector n+1

2 (1, . . . , 1), see [Zie98, Example
7.15].

The vertices v of the permutahedron Πn are naturally in bijection with permutations of
{1, . . . , n} by σ 7→ ∑

i σ(i)ei. Two vertices are adjacent when the corresponding permutations
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Figure 3: The standard cubes for dimension d = 0, 1, 2, 3 and 4 (from Left to Right). Each
vertex is labelled by the corresponding subset of [d]. The 4-dimensional standard cube (Right) is
depicted thanks to its Schlegel projection.
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Figure 4: (Left) The braid fan of dimension 2, each maximal cone being labelled by the according
permutation, (Right) the sylvester fan of dimension 2, each maximal cone being labelled by the
according maximal parenthesization. These fans are the normal fans of the polytopes drawn in
Figure 5(Middle Top) and Figure 7(Bottom).

σ and τ differ by an elementary transposition: σ = (i i + 1) ◦ τ . Consequently, the possible
directions of edges of the permutahedron Πn are ej − ei for i, j ∈ [n] with i ̸= j, see Figure 5.

The facet-description of the permutahedron is:

Πn =

{
x ∈ Rn ;

∑n
i=1 xi =

(
n+1
2

)
∑

i∈I xi ≥
(|I|+1

2

)
for all ∅ ⊊ I ⊊ [n]

}

The face lattice of the permutahedron Πn is (isomorphic to) the lattice of ordered partitions
(or surjections) of {1, . . . , n}. Especially, it has n! vertices, 2n − 2 facets, and dimension n − 1.
Instead of describing this face lattice more thoroughly, we focus on its normal fan. The normal
fan of the permutahedron Πn is called the braid fan Bn, see Figure 4(Left). It is the fan defined
by the arrangement of hyperplanes, called the braid arrangement, composed by all hyperplanes
{x ∈ Rn ; xi = xj} for i, j ∈ [n] with i ̸= j. The cones of the braid fan are in bijection with the
surjections on [n]: to a surjection σ, one associates the cone

Cσ :=

{
x ∈ Rn ;

xi < xj if σ(i) < σ(j)
xi = xj if σ(i) = σ(j)

}

The braid fan, as defined here, is not essential: each cone of Bn contains the line in direction
(1, . . . , 1). This fact will be problematic for the use we want to make of it. We will solve this
issue in three different ways: in Section 3.3 we will keep the non-essential braid fan as defined
above; in Section 2.2 we will divide each maximal cone of the braid fan in two simplicial cones
(one containing a ray in direction (1, . . . , 1) and one containing a ray in direction (−1, . . . ,−1)); in
Section 2.3 we will project orthogonally the braid fan onto the hyperplane {x ∈ Rn ;

∑
i xi = 0}.
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Figure 5: The permutahedra for dimensions d = 0, 1, 2, 3 and 4. Up to dimension 3, the vertices
are labelled by the permutations, and each edge is colored according to its class of parallelism (for
example, going through a blue edge amounts to exchanging the values 1 and 2). The 4-dimensional
permutahedron have been made with Zometool, the vertices correspond to the white nodes.
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1.2.4 Associahedron

The associahedron is the polytopal embedding of Catalan families. We will first give a quick but
not-so-short overview of Catalan families and then define the associahedron as a combinatorial
polytope (i.e. we will describe its face lattice). We will end by discussing Loday’s realization of
the associahedron and its link with the permutahedron.

Catalan families A Catalan family is, in first place, a family of objects counted by Catalan
numbers. Neil Sloane, the founder of the (Online) Encyclopedia of Integer Sequences, claims that
“the Catalan numbers are certainly the most common sequence that people don’t know about”
[Slo23]. A straightforward definition of the Catalan numbers Cn is their explicit formula:

Cn =
1

n+ 1

(
2n

n

)

We also mention their recursive formula:

C0 = 1 and Cn+1 =

n∑

i=0

CiCn−i

Note that Catalan numbers grow quite rapidly, as: Cn ∼ 1√
π

4n

n3/2
.

As said, a Catalan family is a family of combinatorial objects such that there are Cn objects
of size n. For example, parenthesizations on n + 1 letters, triangulations of a (n + 2)-gon, non-
crossing arborescences on n+1 nodes, binary search trees with n elements... The reader is invited
to consult [Sta15] for a presentation of 214 Catalan families and bijections between them, we give
here a shorthand on the 4 aforementioned families.

Each family is endowed with a very important notion of flip: they shall be thought of as a graph
whose Cn vertices are the objects, and where two vertices share an edge when the corresponding
objects differ by a flip. It is sometimes convenient to direct the flip, giving rise to a directed graph.
Directed this way, this graph is a poset: the Tamari lattice. We will not present this lattice in
details but only give a glimpse on it, see [Tam51, PSZ23]. Instead, we will be interested in the
face lattice of the associahedron, which corresponds to super-Catalan families (and are counted
by Schröder–Hipparchus numbers).

Before constructing the associahedron, we briefly review the four aforementioned Catalan fam-
ilies. The aim is not to give an extensive nor self-contained introduction, but rather a dictionary
that will allow the reader to perceive the underlying general framework behind each specific lexicon
(see the table of correspondences below). Therefore, we detail a bit the case of parenthesizations,
as we find it easy to handle and insightful. We then give some explanations on binary search trees
because it will be needed for Section 3.3.1, and we refer the reader to the indicated sections of the
present thesis for non-crossing arborescences and triangulations.

Max. parenthesization Non-crossing arbo. Triangulation BST

Objects parenthesis arcs triangles (not defined here)
Compatibility nested or disjoint non-crossing non-intersecting (not defined here)
Flips remove & re-add remove & re-add remove & re-add rotations
Super-Catalan parenthesizations multi-arborescences subdivisions Schröder trees
See here above Sections 3.1 and 3.2 Section 4.3.1 Section 3.3

Parenthesizations Fix a n letter words a1a2 . . . an where ai are just symbols. One can paren-
thesize this word by adding pairs of opening and closing parentheses (. . . ) where the opening one
precedes the closing one: a1 . . . ai−1(ai . . . aj)aj+1 . . . an. Such a pair of parentheses can be identi-
fied by the pair (i, j) with 1 ≤ i < j ≤ n. A pair of parentheses is valid when (i, j) ̸= (1, n). Two
pairs of parentheses are compatible when the part they separate are either disjoint or included
one in the other. A maximal parenthesization is a maximal family of pair-wise compatible pairs
of parentheses.
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There are Cn−1 maximal parenthesizations for a word of n letters, each containing exactly
n− 2 pairs of parentheses.

The flip between two maximal parenthesizations consists in removing a pair of parentheses and
adding the only other possible pair of parentheses. Such a flip is forward if the leftmost parenthesis
moves from left to right, and backward else way.

In this context, the super-Catalan family is the family of all parenthesizations (not necessarily
maximal ones). This family has a natural ordering: a parenthesization refines another one when
it can be obtained by adding (compatible) pairs of parentheses to the first.

Binary search trees A binary search tree (BST) is a planar rooted binary tree whose nodes are
labelled from 1 to n respecting that for each node i, all labels in its left sub-tree are smaller than
i, and all labels in its right sub-tree are greater than i. Note that a binary search tree is fully
defined by its skeleton, thus they are in bijection with binary trees and form a Catalan family.

Binary search trees are a powerful data structure for sorting the numbers from 1 to n. The
key operations on this structure are insertion of a number and deletion of the root. Thanks to
these operations, one can sort a list L in O(n log n) (time-)complexity by inserting all the numbers
from L in order of appearance, and then extracting them. The binary search tree corresponding
to L depends on which order does the numbers from 1 to n appear in L, i.e. its permutation.
Consequently, to each permutation σ ∈ Sn one associates a binary search tree T (σ) thanks to the
following recursive algorithm:
• Inserting σ(i) to an empty tree gives rise to a tree on one node σ(i) (hence T initializes at the

tree on one node labelled σ(1));
• After having inserted σ(1), . . . , σ(i − 1) in T , one adds σ(i): if σ(i) is smaller than the root of
T , then σ(i) is recursively added to the left sub-tree of T ; if σ(i) is greater than the root of T ,
then σ(i) is recursively added to the right sub-tree of T ;

• Once inserted all values σ(1), . . . , σ(n) (i.e. all numbers from 1 to n), the resulting tree is T (σ).
A flip between binary search trees is a rotation of the tree, and the super-Catalan family is the

family of Schröder trees.
We will encounter binary search trees again in Section 3.3.1.

Construction of the associahedron The associahedron was first defined by Tamari [Tam51] and
later Stasheff [Sta63] as a combinatorial polytope, and then realized by Milnor (unpublished),
Haiman [Hai84], Lee [Lee89] and Loday [Lod04, PSZ23]. They give a description of a super-
Catalan family as defined above, and proved that this poset is the face lattice of a polytope.
Hence, any polytope whose face lattice if isomorphic to the super-Catalan poset can to be called
an associahedron. To this extent, several different realizations of the associahedron will appear
in the present thesis, see Example 2.21 and Sections 3.2, 3.3.1 and 4.3. Nevertheless, we will
emphasize a specific realization of the associahedron that, as far as we believe, would deserve to
be called standard, namely Loday’s realization of the associahedron [Lod04, PSZ23].

A straightforward way to define it and to emphasize its link with the permutahedron Πn is
thanks to its facet-description:

Asson =

{
x ∈ Rn ;

∑n
i=1 xi =

(
n+1
2

)
∑

i∈I xi ≥
(|I|+1

2

)
for all ∅ ⊊ I = [a, b] ⊊ [n]

}

Instead of the 2n−2 facets of the permutahedron Πn that correspond to the non-trivial subsets
of [n], the associahedron Asson is supported by the

(
n
2

)
− 1 facets that correspond to non-trivial

sub-intervals of [n]. Consequently, the associahedron Asson is a removahedron for the permutahe-
dron Πn, meaning that is can be obtained by removing some inequalities in its facets-description4,
see Figure 6. A 3-dimensional model of a permutahedron inside the Loday associahedron can also
be found on Viviane Pons’ website [Pon18]. This will be relevant for Section 2.

4The standard cube □n is linearly isomorphic to the removahedron obtained by keeping only the inequalities
corresponding to I of the form [1, i] or [i, n] for i ∈ [n]. The latter is also a removahedron for the associahedron
Asson.
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Figure 6: Four realizations of the 3-dimensional permutahedron Π3 sitting inside an associahedron.
The left-most associahedron is the Loday’s associahedron Asso3. Illustration from [PSZ23, Figure
7(Top)].

The associahedron Asson has Cn vertices,
(
n
2

)
− 1 facets, dimension n − 1 (although being

embedded in Rn), and its face lattice is the super-Catalan poset, thus its edges correspond to the
flips between Catalan objects, see Figure 7. Note that there exists an orientation of the ambient
space Rn such that the induced orientation on the graph GAsson is precisely the Tamari orientation
of flips.

We will not provide here a (coordinate) vertex description of the associahedron Asson and refer
to the abounding literature [Lod04, Pos09, PSZ23]. Instead, we briefly describe the normal fan of
the associahedron Asson, called the sylvester fan. The maximal cones of the sylvester fan (i.e. the
normal cones of the vertices of Asson) can be described easily thanks to binary search trees, see
Figure 4(Right). With the definition of Cσ given above for the permutahedron, for a binary search
tree T , the associated normal cone is CT =

⋃
σ ; T (σ)=T Cσ.

1.3 Linear programming

Linear programming has proven to be a powerful tool to tackle theoretical and applied problems.
The aim is to optimize a linear functional subject to linear constraints. For example, imagine I
want to breed goats and cows. My barn has 15 boxes, a goat takes 1 box and a cow 3 boxes.
Milking a goat gives 4L, while a cow gives 3L, and my storage allows at most 24L. I want to
maximize the number of animals I have. Denote by g the number of goats and c the number of
cows, then this toy example amounts to maximize g + c under the conditions:

g ≥ 0 c ≥ 0 g + 3c ≤ 15 4g + 3c ≤ 24

Even though this optimization problem seems simple (and the numbers chosen are quite unrealis-
tic), it encapsulates a wide variety of problems, from its prototypical purpose of optimizing a diet
from a nutritional point of view [Dan63], to constructing the best line to fit data, or finding the
largest disk in a polygon, see [MG07].

A linear problem can be thought of as the problem of finding the vertex (or face) of a convex
polyhedron that is maximal for the scalar product with a certain direction c. The polyhedron is
called its feasibility domain while the direction c is its objective function. In the present thesis, the
feasibility domain will be bounded (i.e. it will be a polytope), and the objective function will be
generic (i.e. it will not be orthogonal to any edge of the feasibility domain, so the optimum will be
attained at a vertex). Precisely, for our toy example, the four inequalities define a quadrilateral in

the plane, and we want to find its furthest point in direction
(
1
1

)
, see Figure 8. Here, the optimal

solution is 3 goats and 4 cows.
Note that we conveniently created a toy example where the optimal solution is a couple of

integers. Notwithstanding, the optimal solution of a linear problem is not integral in general: the
added requirement of finding the optimal integral point for a linear program is the focus of integer
programming [MG07, Chapter 3], which is far more difficult than linear programming. Further-
more, a plethora of natural questions and generalizations can be asked from our toy example, that
we will not address in this light introduction.
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Figure 7: (Bottom) The 2-dimensional Loday’s associahedron with each vertex labelled by the
corresponding maximal parenthesization (on 4 letters), triangulation (of a pentagon), binary search
tree (on [3], rooted at their bottoms) and non-crossing arborescence (on 4 nodes). Note that the
permutations 213 and 231 both yield the same binary search tree, namely the rightmost one, thus
the normal cone of the rightmost vertex is the union of the normal cone of the two right vertices of
the 2-dimensional permutahedron in Figures 4 and 5. (Top) The 0 and 1-dimensional counterparts.
The interested reader shall refer to page 12 of [Lod04] for the 3-dimensional picture.
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Figure 8: Feasibility domain, objective function and optimal vertex of the toy example.

A widely used method for solving linear problems is the simplex algorithm [Dan63]. Suppose
known a vertex v of the feasibility domain, then it is algorithmically not difficult to find the
neighbors of v that increase the scalar product ⟨v, c⟩. Choose one of these improving neighbors
and pursue the algorithm from there. By convexity, this algorithm ends at a vertex vopt maximizing
⟨x, c⟩ for x in the feasibility domain. The path followed by the simplex method depends on the
pivot rule used to choose the improving neighbor.

It has been proven that, given a linear problem, it is possible to solve it in polynomial time (with
respect to the size of its entries) using interior-point methods [RTV05, DNT08]. Nevertheless, the
polynomiality of the simplex method is still open [KM72, DS14]. The core of the simplex method
is thus the choice of the pivot rule, see [MG07, Section 5.7] for a short review of the main ones,
and [BDLLS22, Section 2] for a polytopal discussion on the subject. Here, we will only recall the
useful definitions and detail the ideas behind the pivot rules called the shadow vertex rules and
the max-slope pivot rules.

In this thesis, a linear program is a couple (P, c) where P ⊂ Rd is a bounded feasibility domain
(i.e. a polytope), and c ∈ Rd is a generic objective function (i.e. a vector such that ⟨u, c⟩ ≠ ⟨v, c⟩
for u,v ∈ V (P) with u ̸= v). The vertex of P that maximizes the scalar product with respect
to c is called the optimal vertex of the linear program. The generic objective function orients the
graph GP of P by orienting each edge from u to v such that ⟨u, c⟩ < ⟨v, c⟩. This orientation is
acyclic. The out-neighbors of a vertex v ∈ V (P) are called its improving neighbors. A directed
path in this oriented graph is called a c-monotone path on P, or simply a monotone path when
(P, c) is clear from the context.

The reader shall think of a pivot rule as an oracle that, if you give it a linear program (P, c)
and a starting vertex vinit (not necessarily the vertex that minimizes the scalar product against c),
will return a monotone path that starts at vinit and ends at vopt. Pivot rules are hard to describe
in general, see [APR14, DS14, FS14] for a study of their complexity. However, we can restrict
ourselves to an easy-to-describe subclass of pivot rules, the ones that are defined by their local
behavior.

Definition 1.17. Amemoryless pivot rule R is a pivot rule that associates each non-optimal vertex v
of each linear program (P, c) to one of its improving neighbors R(P,c)(v).

For a linear program (P, c) and a starting vertex vinit, its monotone path is formed by the
successive images of vinit under R(P,c), namely

(
vinit, R(P,c)(vinit), R(P,c)(R(P,c)(vinit)), . . . ,vopt

)
.

For a fixed linear program (P, c), a memoryless pivot rule induces an arborescence A on the
graph GP, formed by the edges uv such that v = R(P,c)(u). Memoryless pivot rules are fully
defined by the arborescences they induce on each linear program, as all monotone paths can be
retrieved from the knowledge of this arborescence. The study of possible arborescences is at the
heart of pivot rule polytopes, see [BDLLS22] and Section 3.1.
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Figure 9: The two possible monotone paths starting at the minimal vertex for a 2-dimensional
polytope (the objective function is from left to right).

When P is 2-dimensional, pivot rules are very simple, see Figure 9. The only vertex where a
choice shall be made is the vertex vmin that minimizes the scalar product against c. This vertex
has two possible monotone paths to choose from.

When P is higher dimensional, the situation becomes far more convoluted. An efficient idea
is to simplify the problem by making it 2-dimensional again. By choosing a vector ω ∈ Rd

linearly independent from c ∈ Rd, one can project the polytope P onto the 2-dimensional plane
of basis (c,ω), and perform the simplex algorithm on this projection. This method will find the
optimal vertex ṽopt in the plane (c,ω). As c is generic, vopt is the only vertex of P that projects
onto ṽopt, solving the higher dimensional linear problem, see Figure 25(Left). Consequently, one
can define a family of memoryless pivot rules as follows:

Definition 1.18. A memoryless pivot rule R is a max-slope pivot rule when for every linear pro-
gram (P, c), there exists ω linearly independent from c such that the arborescence Aω induced
by R on (P, c) is defined by its edges between u ∈ V (P)∖ {vopt} and

Aω(u) := argmax

{ ⟨ω,v − u⟩
⟨c,v − u⟩ ; v improving neighbor of u

}

The study of max-slope pivot rules is of prime importance, as it links the world of linear
optimization with the one of fiber polytopes. Presenting some aspects of this nexus is the focal
point of Sections 3 and 4: especially, we will fix a linear program (P, c) and study all the possible
arborescences that arise when varying the parameter ω of the max-slope pivot rules.

It is worth noting that max-slope pivot rules are the memoryless version of shadow vertex rules,
which may be more familiar to the reader. A pivot rule is a shadow vertex rule when, for every
linear program (P, c) and every vertex vint ∈ V (P), there exists ω linearly independent from c
such that the c-monotone path from vinit to vopt is the upper part of the 2-dimensional projection
of P onto the plane of basis (c,ω). Although very similar, these definitions are different: in a
max-slope pivot rule, one chooses a fix ω for all the vertices of P; whereas the choice of ω is
subordinated to the vertex vinit at stake for a shadow vertex rule, see [BDLLS22, Section 6.1].
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